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Abstract: We present a parallel algorithm for the solution of $\beta$-semiband linear systems of size $N \times N$ by partitioning the system into $p^2$ blocks each of size $n$ $(N = pn)$. In order to uncouple the partitioned blocks, in each diagonal block $B^{(r)}$ we apply two sets of simultaneous eliminations; the first set consists of $\beta$ usual forward eliminations within the block and the second set consists of $\beta$ eliminations in the block $C^{(r-1)}$ on top of $B^{(r)}$. While the vertical fill-ins in the last $\beta$ columns of the block on the left of $B^{(r)}$ pose no difficulty, the purpose of the second set of eliminations is to move fill-ins in the last $\beta$ rows of $C^{(r-1)}$ successively to the right till they reach their destination in the last $\beta$ columns. At the end of the elimination stage, we reach a core block tridiagonal system with each block of size $\beta \times \beta$. Once the core system is solved, the partitioned blocks of equations uncouple and the uncoupled subsystems can be solved in parallel by back substitution. We include arithmetic complexity for both serial and parallel implementations of the presented algorithm and illustrate the main idea of the presented parallel algorithm by an example.
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1. Introduction

We are concerned with parallel solution of $\beta$-semiband systems:

$$Ax = d,$$

(1.1)

where $A = (a_{i,j})_{i,j=1}^N$, $a_{i,j} = 0$ if $|j - i| > \beta$, $x = (x_1, ..., x_N)^\top$, $d = (d_1, ..., d_N)^\top$.

Banded linear systems occur often from discretization of differential equations. Low order time integration schemes invariably lead to tridiagonal linear systems (see, e.g. Thomas [20]) and therefore the solution of a tridiagonal system is central to scientific computing. For reasons of stability and/or accuracy of the computed solution, modifications of the low order schemes or higher order time integration schemes are needed; see, e.g. Chawla et al [4, 5, 6]. For evolution problems, it is desired to resolve the solution profile as quickly as possible. Higher order time integration schemes allow the use of relatively larger time steps to compute the solution. But higher order schemes require the solution of banded systems with bandwidth increasing with the order of the method. Since these systems need to be solved for each time step taken, it becomes imperative to parallel process the solution of these systems.

Elimination (equivalently, $LU$ factorization) method is a best serial method for the solution of banded linear systems. Banded systems can be viewed from two directions: either as general systems with diagonal sparsity, or as special block tridiagonal systems. Taking the first view point, parallel algorithms have been described for banded systems through the so-called “$ijk$” codes; see, e.g. Golub and Van Loan [11], Ortega [19]. In this approach, however, it is difficult to parallelize the outermost loop whose parallelization is of main interest; see, e.g. Freeman and Phillips [10].

Parallel algorithms for tridiagonal linear systems have seen some recent developments. The best serial algorithm is due to Thomas (see Fox [9], Goutlet et al [12]) with a serial count of $O(8N)$, and it is widely used (see, e.g. Thomas [20]). Wang [21], [22] had suggested a parallel method for tridiagonal linear systems based on partitioning of the system and Gaussian elimination. Wang’s elimination procedure consists of two stages: first, a forward elimination is applied within each block, which is then followed by a backward elimination after shifting the partitioning lines one row up, similar to the idea of “separator equations” used by Johnsson [13] in his factorization method. The serial operations count for Wang’s algorithm is $O(17N)$. Wang’s method has been extended for banded systems by Lawrie and Sameh [17], Johnsson [14] and Meier [18].

Taking the second view point, banded systems can be regarded as special block tridiagonal systems. Chawla et al [8] had proposed a fast parallel tridi-
agonal solver with serial operations count of \((16 \frac{1}{2} N)\). Chawla and Passi [3] extended this method to obtain a parallel algorithm for banded linear systems.


In the present paper, we present a parallel algorithm for the solution of \(\beta\)-semiband linear systems of size \(N \times N\) by partitioning the system into \(p^2\) blocks each of size \(n\) (\(N = pn\)). In order to uncouple the partitioned blocks, in each diagonal block \(B^{(r)}\) we apply two sets of simultaneous eliminations; the first set consists of \(\beta\) usual forward eliminations within the block and the second set consists of \(\beta\) eliminations in the block \(C^{(r-1)}\) on top of \(B^{(r)}\). While the vertical fill-ins in the last \(\beta\) columns of the block on the left of \(B^{(r)}\) pose no difficulty, the purpose of the second set of eliminations is to move fill-ins in the last \(\beta\) rows of \(C^{(r-1)}\) successively to the right till they reach their destination in the last \(\beta\) columns. At the end of the elimination stage, we reach a core block tridiagonal system with each block of size \(\beta \times \beta\). Once the core system is solved, the partitioned blocks of equations uncouple and the uncoupled subsystems can be solved in parallel by back substitution. We include arithmetic complexity for both serial and parallel implementations of the presented algorithm. It turns out that the present algorithm has a smaller operations count and better efficiency than the parallel banded system solver in Chawla and Passi [3] for systems with semibandwidth greater than one. Finally, we include an example to illustrate the main idea of the presented algorithm.

1.1. Serial Elimination Algorithm for Banded Systems

A description of the serial \(LU\) factorization algorithm for banded systems can be found, for example, in Golub and Van Loan [11]. We include here a compact form of the elimination algorithm together with its precise computational complexity; see Chawla and Evans [1]. In the description of the algorithm, the elements of \(A\) and \(d\) are overwritten during updation. In the following, \(s_k = \min(k + \beta, N)\).
Elimination stage
for $k = 1$ to $N - 1$
for $j = k + 1$ to $s_k$
\[ a_{j,k+1\rightarrow s_k} := a_{j,k+1\rightarrow s_k} - \left( a_{j,k}/a_{k,k} \right) a_{k,k+1\rightarrow s_k}, \]
\[ d_j := d_j - \left( a_{j,k}/a_{k,k} \right) d_k. \]

Solution stage
For $k = N$ down to 1
\[ x_k = \left( 1/a_{k,k} \right) \left[ d_k - \sum_{s=k+1}^{s_k} a_{k,s} x_s \right]. \]

Arithmetic complexity
The elimination stage involves a total of
\[ (2\beta^2 + 3\beta) N - (1/6)\beta (\beta + 1) (8\beta + 7) \]
operations of additions, multiplications and divisions, while the solution stage involves a total of $(2\beta + 1) N - \beta (\beta + 1)$. Thus, the grand total (GT) of operations of additions, multiplications and divisions for the serial elimination algorithm for the solution of $\beta$-semiband system of size $N$ is given by
\[ GT = (2\beta^2 + 5\beta + 1) N - \frac{1}{6} \beta (\beta + 1) (8\beta + 13). \] (1.2)

2. Parallel Elimination Method

With $N = pn$, consider the system (1.1) partitioned into $p$ blocks each consisting of $n$ consecutive equations. To facilitate derivation of the method, it is convenient to introduce the following notation. For $r \in \{1, ..., p\}$,
\[ u_k^{(r)} = u_{(r-1)n+k}, \quad k = 1(1)n, \quad u^{(r)} = \left( u_1^{(r)}, ..., u_n^{(r)} \right)^\top, \]
\[ b_{i,j}^{(r)} = a_{(r-1)n+i,(r-1)n+j}, \quad j = \max(1, i - \beta) \text{ to } \max(i + \beta, n), \quad i = 1(1)n, \]
\[ c_{n-\beta+i,j}^{(r)} = a_{rn-\beta+i,rn+j}, \quad j = 1(1)i, \quad i = 1(1)\beta, \]
\[ a_{i,n+1-i}^{(r)} = a_{(r-1)n+i,(r-1)n+1-i}, \quad j = 1(1)\beta + 1 - i, \quad i = 1(1)\beta. \]
Let $E^{(r)}$ denote the $r$-th block of equations:
\[ A^{(r:0)} x^{(r-1)} + B^{(r:0)} x^{(r)} + C^{(r:0)} x^{(r+1)} = d^{(r:0)}, \] (2.1)
where $d^{(r,0)} = d^{(r)}$, and

$$A^{(r,0)} = \begin{bmatrix}
    a_{1,n-\beta+1}^{(r)} & \cdots & a_{1,n}^{(r)} \\
    \vdots & \ddots & \vdots \\
    a_{\beta,n}^{(r)} & \cdots & a_{\beta,n}^{(r)}
\end{bmatrix},$$

$$B^{(r,0)} = \begin{bmatrix}
    b_{1,1}^{(r)} & \cdots & b_{1,1+\beta}^{(r)} \\
    \vdots & \ddots & \vdots \\
    b_{n-\beta,n-\beta}^{(r)} & \cdots & b_{n-\beta,n}^{(r)}
\end{bmatrix},$$

$$C^{(r,0)} = \begin{bmatrix}
    c_{n-\beta+1,1}^{(r)} \\
    \vdots \\
    c_{n,1}^{(r)} & c_{n,\beta}^{(r)}
\end{bmatrix}. $$

For $j \in \{1, \ldots, n\}$ let $E_j^{(r)}$ denote the $j$-th equation in block $E^{(r)}$.

Assume $k - 1$ eliminations have been carried out; we describe step $k \in \{1, \ldots, n - \beta\}$. In doing so, in the following we overwrite $A$ and $d$ as their elements get updated during each elimination. Now, we need two sets of simultaneous eliminations:

(i) with $E_k^{(r)}$, we eliminate $x_k^{(r)}$ from $E_{k+1-k+\beta}^{(r)}$:

$$E_j^{(r)} := E_j^{(r)} - \left( b_{j,k}^{(r)} / b_{k,k}^{(r)} \right) E_k^{(r)}, \quad j = k + 1(1)k + \beta,$$

and

(ii) with $E_k^{(r)}$, we eliminate $x_k^{(r)}$ from $E_{n-\beta+1-n}^{(r-1)}$:

$$E_j^{(r-1)} := E_j^{(r-1)} - \left( c_{j,k}^{(r-1)} / b_{k,k}^{(r)} \right) E_k^{(r)}, \quad j = n - \beta + 1(1)n.$$

After $n - \beta$ steps of elimination, the $r$-th block of the reduced system is

$$A^{(r,n-\beta)} x^{(r-1)} + B^{(r,n-\beta)} x^{(r)} + C^{(r,n-\beta)} x^{(r+1)} = d^{(r,n-\beta)}, \quad (2.2)$$
where

\[ A^{(r;n-\beta)} = \begin{bmatrix}
    a_{1,n-\beta+1}^{(r)} & a_{1,n}^{(r)} \\
    \vdots & \vdots \\
    a_{n-\beta+1,n-\beta+1}^{(r)} & a_{n-\beta+1,n}^{(r)} \\
    a_{n,n-\beta+1}^{(r)} & a_{n,n}^{(r)}
\end{bmatrix}, \]

\[ B^{(r;n-\beta)} = \begin{bmatrix}
    b_{1,1}^{(r)} & b_{1,1+\beta}^{(r)} \\
    \vdots & \vdots \\
    b_{1+\beta,1+\beta}^{(r)} & b_{1+\beta,1+2\beta}^{(r)} \\
    b_{n-\beta+1,n-\beta+1}^{(r)} & b_{n-\beta+1,n}^{(r)} \\
    b_{n,n-\beta+1}^{(r)} & b_{n,n}^{(r)}
\end{bmatrix}, \]

\[ C^{(r;n-\beta)} = \begin{bmatrix}
    c_{n-\beta+1,n-\beta+1}^{(r)} & c_{n-\beta+1,n}^{(r)} \\
    \vdots & \vdots \\
    c_{n,n-\beta+1}^{(r)} & c_{n,n}^{(r)}
\end{bmatrix}. \]

In (2.2), equations \( E_{n-\beta+1-n}^{(r)} \) collected across the blocks, for \( r = 1(1)p \), form the core system:

\[
\begin{align*}
    \begin{bmatrix}
    a_{n-\beta+1,n-\beta+1}^{(r)} & a_{n-\beta+1,n}^{(r)} \\
    \vdots & \vdots \\
    a_{n,n-\beta+1}^{(r)} & a_{n,n}^{(r)}
    \end{bmatrix} x_{n-\beta+1-n}^{(r-1)} + \\
    \begin{bmatrix}
    b_{n-\beta+1,n-\beta+1}^{(r)} & b_{n-\beta+1,n}^{(r)} \\
    \vdots & \vdots \\
    b_{n,n-\beta+1}^{(r)} & b_{n,n}^{(r)}
    \end{bmatrix} x_{n-\beta+1-n}^{(r)} + \\
    \begin{bmatrix}
    c_{n-\beta+1,n-\beta+1}^{(r)} & c_{n-\beta+1,n}^{(r)} \\
    \vdots & \vdots \\
    c_{n,n-\beta+1}^{(r)} & c_{n,n}^{(r)}
    \end{bmatrix} x_{n-\beta+1-n}^{(r+1)} = d_{n+1-\beta-n}^{(r)}.
\end{align*}
\]
This is a block tridiagonal system with each block of size $\beta \times \beta$. Once the core system is solved, solution of partitioned subsystems can be obtained, in parallel, from (2.2) by back substitution.

3. The Algorithm

Step 1. Compact Elimination stage.

For $k = 1$ to $n - \beta$

Compute in parallel for $r = 1, \ldots, p$

(i) for $j = k + 1$ to $k + \beta$

\[
\begin{align*}
   b_{j,k+1-k+\beta}^{(r)} &:= b_{j,k+1-k+\beta}^{(r)} - \left( b_{j,k}^{(r)} / b_{k,k}^{(r)} \right) b_{k,k+1-k+\beta}^{(r)}, \\
   a_{j,n-\beta+1-n}^{(r)} &:= a_{j,n-\beta+1-n}^{(r)} - \left( b_{j,k}^{(r)} / b_{k,k}^{(r)} \right) a_{k,n-\beta+1-n}^{(r)} \text{ (omit for } r = 1), \\
   d_{j}^{(r)} &:= d_{j}^{(r)} - \left( b_{j,k}^{(r)} / b_{k,k}^{(r)} \right) b_{k,k}^{(r)}. 
\end{align*}
\]

(ii) (omit for $r = 1$) for $j = n - \beta + 1$ to $n$

\[
\begin{align*}
   c_{j,k+1-k+\beta}^{(r-1)} &:= c_{j,k+1-k+\beta}^{(r-1)} - \left( c_{j,k}^{(r-1)} / b_{k,k}^{(r)} \right) b_{k,k+1-k+\beta}^{(r)}, \\
   b_{j,n-\beta+1-n}^{(r-1)} &:= b_{j,n-\beta+1-n}^{(r-1)} - \left( c_{j,k}^{(r-1)} / b_{k,k}^{(r)} \right) a_{k,n-\beta+1-n}^{(r)}, \\
   d_{j}^{(r-1)} &:= d_{j}^{(r-1)} - \left( c_{j,k}^{(r-1)} / b_{k,k}^{(r)} \right) b_{k,k}^{(r)}. 
\end{align*}
\]

Step 2. Core system

Solve the core system (2.3) for $x_{n-\beta+1-n}^{(r)}$ for $r = 1, \ldots, p$.

Elimination in the core system

For $r = 1$ to $p$

For $k = n - \beta + 1$ to $n$

(i) (omit for $k = n$) for $j = k + 1$ to $n$

\[
\begin{align*}
   b_{j,k+1-n}^{(r)} &:= b_{j,k+1-n}^{(r)} - \left( b_{j,k}^{(r)} / b_{k,k}^{(r)} \right) b_{k,k+1-n}^{(r)}, \\
   c_{j,n-\beta+1-n}^{(r)} &:= c_{j,n-\beta+1-n}^{(r)} - \left( b_{j,k}^{(r)} / b_{k,k}^{(r)} \right) c_{k,n-\beta+1-n}^{(r)} \text{ (omit for } r = p),
\end{align*}
\]

A PARALLEL ELIMINATION ALGORITHM... 363
\[ d^{(r)}_j := d^{(r)}_j - \left( \frac{b^{(r)}_{j,k}}{b^{(r)}_{k,k}} \right) a^{(r)}_k. \]

(ii) (omit for \( r = p \)) for \( j = n - \beta + 1 \) to \( n \)

\[
\begin{align*}
a_{j,k+1-n}^{(r+1)} &:= a_{j,k+1-n}^{(r+1)} - \left( a_{j,k}^{(r+1)} \right) b_{k,k+1-n}^{(r)}, \\
b_{j,n-\beta+1-n}^{(r+1)} &:= b_{j,n-\beta+1-n}^{(r+1)} - \left( a_{j,k}^{(r+1)} \right) c_{k,n-\beta+1-n}^{(r)}, \\
d^{(r+1)}_j &:= d^{(r+1)}_j - \left( a_{j,k}^{(r+1)} \right) b_{k,k}^{(r)}. 
\end{align*}
\]

Solution of the core system

For \( r = p \) down to 1

For \( k = n \) down to \( n - \beta + 1 \) (omit second summation for \( r = p \))

\[
x^{(r)}_k = \left( 1 / b^{(r)}_{k,k} \right) \left[ d^{(r)}_k - \sum_{s=k+1}^{n} b^{(r)}_{k,s} x^{(r)}_s - \sum_{s=n-\beta+1}^{n} c^{(r)}_{k,s} x^{(r+1)}_s \right].
\]

Step 3. Solution stage

Compute in parallel for \( r = 1, ..., p \)

For \( k = n - \beta \) down to 1 (omit second summation for \( r = 1 \))

\[
x^{(r)}_k = \left( 1 / b^{(r)}_{k,k} \right) \left[ d^{(r)}_k - \sum_{s=k+1}^{k+\beta} b^{(r)}_{k,s} x^{(r)}_s - \sum_{s=n-\beta+1}^{n} a^{(r)}_{k,s} x^{(r-1)}_s \right].
\]

4. Arithmetic Complexity

We next report on the arithmetic operations complexity of the parallel algorithm presented above. In doing the arithmetical operations counts, in the following we shall denote the number of additions by \( A \), the number of multiplications by \( M \), the number of divisions by \( D \), the total of additions, multiplications and divisions by \( T \). Finally, the grand total of all these operations in the complete algorithm will be denoted by \( GT \). We first report on the operations counts involved in a serial implementation of the presented algorithm.
4.1. Operations Counts for Serial Implementation

The major part of the computational effort is in the elimination stage in Step 1 of the algorithm. First note that in each block for \( r = 2(1) p, \beta n - (1/2) \beta (\beta + 1) \) updates for each of the a's and c's are just fill-ins. Taking this into account, the elimination stage involves

\[
A = 4\beta^2 N - \beta(3\beta - 1)n - \beta(4\beta^2 + \beta - 1)p + \beta(3\beta^2 - 1), \quad M = 2\beta(2\beta + 1)N - \beta(3\beta + 1)n - 2\beta^2(2\beta + 1)p + \beta^2(3\beta + 1), \\
D = 2\beta N - \beta n - 2\beta^2 p + \beta^2.
\]

The total of operations for the elimination stage in Step 1 is

\[
T(\text{elimination}) = 4\beta (2\beta + 1) N - \beta (6\beta + 1) n \\
- \beta (8\beta^2 + 5\beta - 1) p + \beta (6\beta^2 + 2\beta - 1). \quad (4.1)
\]

In Step 2 for the solution of the core system, elimination in the core system involves

\[
A = M = \frac{1}{3} \beta (7\beta^2 - 1) p - 2\beta^3, \\
D = \frac{1}{2} \beta (3\beta - 1) p - \beta^2.
\]

Solution of the core system involves

\[
A = M = \frac{1}{2} \beta (3\beta - 1) p - \beta^2, \quad D = \beta p.
\]

The total of operations involved in the solution of the core system is

\[
T(\text{core system}) = \frac{1}{6} \beta (28\beta^2 + 27\beta - 7) p - \beta^2 (4\beta + 3). \quad (4.2)
\]

Step 3 of the solution in the partitioned blocks involves

\[
A = M = 2\beta N - \beta n - 2\beta^2 p + \beta^3, \quad D = N - \beta p.
\]

The total of operations involved in the solution stage is

\[
T(\text{solution}) = (4\beta + 1) N - 2\beta n - \beta (4\beta + 1) p + 2\beta^2. \quad (4.3)
\]

Thus, the grand total of operations involved in a serial implementation of the presented algorithm for the solution of a \( \beta \)-semiband linear system employing \( p \) partitions is given by

\[
GT_{\beta p}(\text{serial}) = (8\beta^2 + 8\beta + 1) N - 3\beta (2\beta + 1) n \\
- \frac{1}{6} \beta (20\beta^2 + 27\beta + 7) p + \beta (2\beta^2 + \beta - 1). \quad (4.4)
\]
We note here the following special cases of (4.4). If \( p = 1 \), then

\[
GT_{\beta;1} \text{(serial)} = (2\beta^2 + 5\beta + 1) N - \frac{1}{6} \beta \left( 8\beta^2 + 21\beta + 13 \right)
\]

agrees with the total count of operations for the serial LU factorization method for the solution of \( \beta \)-semiband linear systems as reported in Chawla and Evans [1]. If \( \beta = 1 \), then

\[
GT_{1;p} \text{(serial)} = 17N - 9n - 9p + 2
\]

agrees with the count for the solution of tridiagonal linear systems using \( p \) partitions as reported in Chawla and Khazal [2]. If \( \beta = 2 \), then

\[
GT_{2;p} \text{(serial)} = 49N - 30n - 47p + 18
\]

agrees with the count for the solution of pentadiagonal linear systems using \( p \) partitions as reported in Khazal and Chawla [15]. (It may be pointed out here that there is a small correction in the counts reported in Khazal and Chawla [15]. For the algorithm presented there, in Step 2, eliminations involve \( 18p - 16 \) of each of additions and multiplications. This has the effect of subtracting \( 8(p - 1) \) operations from the grand total reported therein.)

To provide a comparison with the algorithm in Chawla and Passi [3], we note that the grand total of operations for the algorithm in [3] is

\[
GT_{C-P}^{\beta;p} \text{(serial)} = \frac{1}{12} \left( 124\beta^2 + 69\beta + 5 \right) N - \frac{1}{6} \beta \left( 44\beta^2 + 39\beta + 19 \right) p - \frac{1}{3} \beta \left( 32\beta^2 - 6\beta - 5 \right).
\]

Therefore, for \( \beta \ll N \), in comparison with the grand total of operations (3.4) for our present algorithm,

\[
GT_{C-P}^{\beta;p} \text{(serial)} - GT_{\beta;p} \text{(serial)} = \frac{1}{12} \left( 28\beta^2 - 27\beta - 7 \right) N.
\]

It is easy to see now that for tridiagonal linear systems the algorithm of Chawla and Passi [3] has a lesser operations count, while for \( \beta \gg 1 \) our present algorithm has a lesser operations count.

4.2. Operations Counts for the Parallel Algorithm

We next report on arithmetical operations involved in a parallel implementation of the presented algorithm.
Again, accounting for the updates in a’s and c’s which are just fill-ins, Step 1 of elimination involves
\[ A = 4\beta^2 n - \beta (4\beta^2 + \beta - 1), \]
\[ M = 2\beta (2\beta + 1) n - 2\beta^2 (2\beta + 1), \]
\[ D = 2\beta n - 2\beta^2. \]

The total number of operations involved in the parallel elimination stage is
\[ T_{\text{(parallel elimination)}} = 4\beta (2\beta + 1) n - \beta (8\beta^2 + 5\beta - 1). \quad (4.5) \]

The counts for the solution of the core system in Step 2 remain the same as before given in (3.2). Step 3 of parallel solution in partitioned blocks now involves
\[ A = M = 2\beta n - 2\beta^2, \]
\[ D = n - \beta, \]
giving a total of
\[ T_{\text{(parallel solution)}} = (4\beta + 1) n - \beta (4\beta + 1). \quad (4.6) \]

Thus, the grand total of arithmetic operations involved in the presented parallel algorithm is
\[ GT_{\beta,p} \text{(parallel)} = \left(8\beta^2 + 8\beta + 1\right) n + \frac{1}{6} \beta \left(28\beta^2 + 27\beta - 7\right) p \]
\[ - 12\beta^2 (\beta + 1). \quad (4.7) \]

We note here the following particular cases of (4.7). If \( \beta = 1 \), then
\[ GT_{1,p} \text{(parallel)} = 17n + 8p - 24 \]
on agrees with the count for the parallel algorithm for tridiagonal linear systems as reported in Chawla and Khazal [2]. If \( \beta = 2 \), then
\[ GT_{2,p} \text{(parallel)} = 49n + 53p - 144 \]
agrees with the count for the parallel algorithm for pentadiagonal linear systems as reported in Khazal and Chawla [15] (with the correction as indicated above).
4.3. Efficiency

In terms of efficiency of processor utilization as defined by Kuck [16], for a general number of processors, we can define efficiency for the presented parallel algorithm, versus the serial \( LU \) algorithm, by

\[
e(\beta) = \frac{2\beta^2 + 5\beta + 1}{8\beta^2 + 8\beta + 1}.
\]

(4.8)

It is easy to see that \( e(\beta) \) is monotonic decreasing, \( \frac{1}{4} \leq e(\beta) \leq \frac{8}{17} \). In particular, this implies an efficiency of nearly 47% for tridiagonal systems, 38% for pentadiagonal systems and 35% for septadiagonal linear systems. These efficiency indicators may not be surprising since, as has been noted earlier, no parallel algorithm for tridiagonal linear systems is known with efficiency exceeding 48.5%.

5. Illustration of the Algorithm

To illustrate the main idea of the working of the parallel algorithm presented above, we consider an example for \( N = 9 \) and \( p = 3 \) with \( A = \text{trid}\{-1, 2, -1\}, d = (1, 0, ..., 0, 1)\top \). The steps of the algorithm are as follows.

Step 1. Elimination stage \( k = 1 \):

\[
\begin{bmatrix}
2  & -1 & 0 & \frac{3}{2} & -1 & 0 & -\frac{1}{2} & 0 & -1 & \frac{3}{2} & 0 & -\frac{1}{2} & 0 \\
0 & \frac{3}{2} & -1 & 0 & -\frac{1}{2} & 0 & -1 & 2 & -1 & 0 & -\frac{1}{2} & 0 & -1 & 2 & : 1 \\
-1 & \frac{3}{2} & 0 & -\frac{1}{2} & 0 & -1 & 2 & -1 & : 0 \\
-\frac{1}{2} & 0 & \frac{3}{2} & -1 & 0 & -\frac{1}{2} & 0 & -1 & 2 & : 1 \\
\end{bmatrix}
\]
The resulting core system is indicated by boxes in the above reduced augmented matrix. Solving this reduced system, we obtain

\[
x^{(1)}_3 = 1, \ x^{(2)}_3 = 1, \ x^{(3)}_3 = 1.
\]

Now, the three partitioning blocks uncouple and the remaining solution can be obtained in parallel from each block by back substitution, giving

\[
\begin{align*}
x^{(1)}_2 &= 1, \ x^{(2)}_2 = 1, \ x^{(3)}_2 = 1, \\
x^{(1)}_1 &= 1, \ x^{(2)}_1 = 1, \ x^{(3)}_1 = 1.
\end{align*}
\]
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