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1. Introduction

In this work we study the propagation of convective chemical waves in a two-dimensional strip. We consider the following reaction-diffusion system coupled with the Navier-Stokes equations:

\[
\frac{\partial \theta}{\partial t} - \Delta \theta + \mathbf{v} \cdot \nabla \theta - \kappa(\theta, Y) = 0,
\]

(1.1)
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\[
\frac{\partial Y}{\partial t} - \Lambda \Delta Y + \mathbf{v} \cdot \nabla Y + \kappa(\theta, Y) = 0, \quad (1.2)
\]
\[
\frac{\partial \mathbf{v}}{\partial t} - P \Delta \mathbf{v} + (\mathbf{v} \cdot \nabla) \mathbf{v} + \nabla p - PR(\theta - \theta_0^*) \tau = 0, \quad (1.3)
\]
\[
\nabla \cdot \mathbf{v} = 0. \quad (1.4)
\]

Here \(\theta\) is the dimensionless temperature, \(Y\) the concentration of the reactant, \(\mathbf{v} = (v_1, v_2)\) the velocity of the medium, \(p\) the pressure. The equations (1.1), (1.2) describe the propagation of a premixed flame in the case of an order one reaction; the function \(\kappa(\theta, Y)\) corresponds to the Arrhenius reaction term. The Navier-Stokes equations are written under the so-called Boussinesq approximation where the medium is considered as incompressible and the density is everywhere constant except for the buoyancy term, which describes the action of the gravity and appears as a result of linearization of the density. This term involves some characteristic temperature \(\theta_0^*\) and \(\tau = (\tau_1, \tau_2)\), a unit vector in \(\mathbb{R}^2\) representing the orientation of the gravity force. Finally, the system depends on dimensionless parameters that are the inverse of the Lewis number \(\Lambda\), the Prandtl number \(P\) and the Rayleigh number \(R\).

System (1.1)-(1.4) will be considered in an infinite strip \(\Omega\) with the axis forming a given angle with the vertical direction. For convenience we will suppose that the domain is fixed,

\[
\Omega = \{ (x, y) \in \mathbb{R}^2, \ y \in (0, 1) \},
\]

while the vector \(\tau\) can be variable. Equations (1.1)-(1.4) are supplemented with the following boundary conditions for the temperature and for the concentration

\[
\frac{\partial \theta}{\partial y} = \frac{\partial Y}{\partial y} = 0 \text{ on } \partial \Omega, \quad (1.5)
\]

and with the free surface boundary condition for the velocity

\[
\frac{\partial v_1}{\partial y} = 0, \ v_2 = 0 \text{ on } \partial \Omega. \quad (1.6)
\]

In order to study this problem, it is convenient to rewrite the Navier-Stokes equations in the stream function-vorticity formulation. We introduce the stream function \(\psi\) defined by:

\[
\mathbf{v} = \text{curl } \psi = \left( \frac{\partial \psi}{\partial y}, -\frac{\partial \psi}{\partial x} \right), \ \psi = 0 \text{ on } \partial \Omega \quad (1.7)
\]

and the vorticity

\[
\omega = -\Delta \psi. \quad (1.8)
\]
Then equations (1.3), (1.4) can be rewritten as
\[
\frac{\partial \omega}{\partial t} - P \Delta \omega + \text{curl} \psi \cdot \nabla \omega - P R \text{curl} \theta \tau = 0, \tag{1.9}
\]
\[
\Delta \psi + \omega = 0, \tag{1.10}
\]
while the boundary condition (1.6) provides
\[
\omega = 0 \text{ on } \partial \Omega. \tag{1.11}
\]

As already mentioned, the vector \( \tau \) in (1.3) determines the orientation of the gravity force with respect to the strip. If \( \tau = (1, 0) \), it is directed along the axis of the strip. If \( \tau = (0, 1) \), it is oriented vertically and, consequently, perpendicular to the strip. These two cases appear to be essentially different. In the first case, the experimental results for polymerization fronts [5], [10], formal asymptotic expansions [8], and rigorous mathematical analysis for \( \Lambda = 1 \), [15], [12], [13] show that for small Rayleigh numbers the vertically propagating reaction-diffusion wave is stable, and convection does not appear. For sufficiently large values of the Rayleigh number it loses its stability, and a reaction-diffusion-convection (RDC) wave appears due to a bifurcation of change of stability where a real eigenvalue of the linearized problem crosses the origin. For all other directions of the gravity force, including the case where it is perpendicular to the strip, propagation of waves is accompanied by convection even for small Rayleigh numbers. Existence of RDC waves in this case is proved in [3] for \( \Lambda = 1 \). The corresponding experimental results are described in [1]. Existence of solutions of the evolution problem and some of their properties are studied in [9, 11], stability of RDC waves is discussed in [6].

In this work we study the existence of RDC waves in the case where \( \Lambda \neq 1 \). We will see below that this case is principally different in comparison with \( \Lambda = 1 \). The main question here is whether RDC waves are structurally stable, that is whether they persist under small change of parameters of the problem. From the mathematical point of view, structural stability can be justified by the Implicit Function Theorem. However it cannot be directly applied for the case \( \Lambda \neq 1 \) because the corresponding operators do not satisfy the Fredholm property, and the solvability conditions for them are not known. Structural stability of reaction-diffusion waves without convection is proved in [7] by the introduction of specially constructed integro-differential problems. Here we will develop this approach for RDC waves.

Our aim here is to study travelling wave solutions of problem (1.1)-(1.6), that is solutions of the form
\[
\theta(t, x, y) = \tilde{\theta}(x + ct, y), \quad Y(t, x, y) = \tilde{Y}(x + ct, y),
\]
\[ \omega(t, x, y) = \tilde{\omega}(x + ct, y), \quad \psi(t, x, y) = \tilde{\psi}(x + ct, y). \]

The parameter \( c \) is the wave speed. This is an unknown real number which will be found together with the unknown functions \( \theta, Y, \tilde{\omega} \) and \( \tilde{\psi} \). Then system of equations (1.1)-(1.6) reduces to the following elliptic system (where the tildes are omitted):

\begin{align*}
-\Delta \theta + c \frac{\partial \theta}{\partial x} + \text{curl} \psi \nabla \theta - \kappa(\theta, Y) &= 0, \quad (1.12) \\
-\Lambda \Delta Y + c \frac{\partial Y}{\partial x} + \text{curl} \psi \nabla Y + \kappa(\theta, Y) &= 0, \quad (1.13) \\
-P \Delta \omega + c \frac{\partial \omega}{\partial x} + \text{curl} \psi \nabla \omega - P \text{Re} \text{curl} \theta \tau &= 0, \quad (1.14) \\
\Delta \psi + \omega &= 0. \quad (1.15)
\end{align*}

This system is completed by the boundary conditions

\[ \frac{\partial \theta}{\partial y} = \frac{\partial Y}{\partial y} = \omega = \psi = 0 \text{ on } \partial \Omega, \quad (1.16) \]

and that the function \( K(\theta) = \kappa(\theta, 1 - \theta) \) is bistable, that is there exists \( \theta^* \in (0, 1) \) such that

\[ K(\theta) < 0 \text{ on } (0, \theta^*) \text{ and } K(\theta) > 0 \text{ on } (\theta^*, 1), \quad (1.20) \]

Note that the function \( \kappa(\theta, Y) \) arising in chemical kinetics is

\[ \kappa(\theta, Y) = \kappa_0(\theta)Y, \quad \text{with } \kappa_0(\theta) \approx ke^{Z(\theta-1)}, \quad (1.22) \]

where \( Z \) is the Zeldovich number and \( k \) is a constant. Then conditions (1.18)-(1.21) consist in assuming that \( \kappa_0(0) = 0, \kappa_0(\theta) < 0 \text{ for } \theta \in (0, \theta^*), \) and \( \kappa_0(\theta) > 0 \text{ for } \theta > \theta^* \) instead of the standard cut-off procedure where \( \kappa_0(\theta) \) is
identically equal 0 on some interval $0 \leq \theta \leq \theta^*, \theta^* \in (0,1)$. Such a change is not essential from the point of view of applications to combustion waves.

In this work we will prove existence of solutions of problem (1.12)-(1.17). The proof is based on the Implicit Function Theorem. However this theorem cannot be directly applied since the Fredholm property does not hold for the operator associated to system (1.12)-(1.17), [19], [7].

The main idea of the approach developed in this work is to reformulate the system in an integro-differential form. This approach is suggested in [7] for reaction-diffusion problems without convection. The integro-differential formulation will satisfy the Fredholm property. So that solvability conditions are applicable and the Implicit Function Theorem can be used in order to prove the persistence of solutions under small perturbations.

The integro-differential system relies on the introduction of the function

$$H = \theta + Y - 1,$$

that satisfies the equation

$$-\Delta H + c\frac{\partial H}{\partial x} + \text{curl } \psi \cdot \nabla H = (1 - \Lambda)\Delta \theta,$$

(1.24)

together with the boundary condition

$$\frac{\partial H}{\partial y} = 0 \text{ on } \partial \Omega,$$

(1.25)

and the limits at infinity

$$H(\pm \infty, y) = 0.$$

(1.26)

We will solve problem (1.24)-(1.26) and consider $H$ as a function of $\theta$ (and possibly $\psi$, $c$ and $\Lambda$).

We first investigate existence of solutions for $\Lambda$ close to 1 and $R$ close to 0. System (1.12)-(1.17) greatly simplifies when $R = 0$ since the equations (1.14), (1.15) are uncoupled from (1.12), (1.13). Then the conditions (1.16), (1.17) guarantee that $\omega = \psi = 0$. Besides, note that for $\Lambda = 1$, the solution $(\theta, Y)$ of (1.12), (1.13) satisfies $Y = 1 - \theta$, so that the two equations simplify in a single one. Therefore for $R = 0$ and $\Lambda = 1$ problem (1.12)-(1.17) reduces to the scalar equation

$$-\Delta \theta + c\frac{\partial \theta}{\partial x} - \kappa(\theta, 1 - \theta) = 0,$$

$$\frac{\partial \theta}{\partial y} = 0 \text{ on } \partial \Omega,$$

$$\theta(-\infty, y) = 0, \quad \theta(+\infty, y) = 1.$$
Existence results for this equation are well known [4]. The operator associated to our integro-differential formulation satisfies the Fredholm property for \( \Lambda = 1 \) and \( R = 0 \). This allows us to prove the following result.

**Theorem 1.1.** Assume that conditions (1.18)-(1.21) hold and that \( \int_0^1 K(s)ds \neq 0 \). Then problem (1.12)-(1.17) has a solution \((\theta, Y, \omega, \psi, c)\) for \( \Lambda \) sufficiently close to one and for sufficiently small \( R \). This solution is continuous in \( C^{1}_{\text{loc}}(\bar{\Omega})^4 \times \mathbb{R} \) with respect to \((\Lambda, R)\).

Next we study structural stability of the solutions of problem (1.12)-(1.17) for \( \Lambda = 1 \) and some \( R_0 \neq 0 \). For \( \Lambda = 1 \), as previously mentioned, the equations (1.12), (1.13) simplify to a single one \((Y = 1 - \theta)\). Suppose now that equation (1.12)-(1.17) has a solution \((\theta_0, Y_0, \psi_0, \omega_0, c_0)\) for \( \Lambda = 1 \) and \( R = R_0 \). Then we have \( Y_0 = 1 - \theta_0 \) and \( \omega_0 = -\Delta \psi_0 \). In order to derive the structural stability of this solution, we will suppose that the system

\[
-\Delta u + c_0 \frac{\partial u}{\partial x} + \text{curl} \psi_0 \nabla u + \text{curl} \psi \nabla \theta_0 - K'(\theta_0)u = \frac{\partial \theta_0}{\partial x},
\]

with the corresponding boundary conditions, does not have bounded solutions. This condition is related to the simplicity of some zero eigenvalue for the linearized operator at \((\theta_0, Y_0, \omega_0, \psi_0, c_0)\) corresponding to the system

\[
-P \Delta^2 \psi - c_0 \frac{\partial \Delta \psi}{\partial x} - \text{curl} \psi \Delta \psi_0 - \text{curl} \psi_0 \nabla \Delta \psi - PR_0 \text{curl} \theta \tau = -\frac{\partial \Delta \psi_0}{\partial x} \tag{1.29}
\]

The paper is organized as follows. We first find solvability conditions for a linear problem including (1.24)-(1.26) (Section 2). Next we rewrite system (1.12)-(1.17) in an integro-differential form (Section 3) which is used in order to obtain existence results. Next we prove Theorem 1.1 in Section 4 and Theorem 1.2 in Section 5.
2. Preliminary Results

The aim of this section is to study problem \((1.24)-(1.26)\). We first obtain solvability conditions. Then we study some regularity properties of the inverse operator.

2.1. Solvability Condition

In this section we aim to consider a class of linear equations including \((1.24)-(1.26)\), that takes the form

\[
- \Delta H + c \frac{\partial H}{\partial x} + \text{curl } \psi \cdot \nabla H = g,
\]

\[
\frac{\partial H}{\partial y} = 0 \text{ on } \partial \Omega,
\]

\[
H(\pm \infty, y) = 0,
\]

where the real \(c\) and the function \(\psi\) are given.

For that purpose we consider the Banach spaces

\[
V = \{ f = (f_1, f_2) \in L^2(\Omega)^2, \nabla \cdot f \in L^2(\Omega) \text{ and } f_2 = 0 \text{ on } \partial \Omega \},
\]

\[
E = \{ H \in H^2(\Omega), \frac{\partial H}{\partial y} = 0 \text{ on } \partial \Omega \}.
\]

Then the following existence result holds.

**Proposition 2.1.** Let \(c > 0\) and let \(\psi \in H^3(\Omega)\) with \(\psi = 0\) on \(\partial \Omega\) be given. Then system \((2.1)\) is solvable in \(E\) if and only if \(g = \nabla \cdot f\) for some \(f \in V\).

**Proof.** First note that the following identity holds for any functions \(H \in H^2(\Omega)\)

\[
\text{curl } \psi \cdot \nabla H = \nabla \cdot (H \text{curl } \psi) = -\nabla \cdot (\psi \text{curl } H).
\]

This identity will be essential in the sequel.

Let us suppose that system \((2.1)\) is solvable in \(E\). Then, due to \((2.4)\) we have

\[
g = \nabla \cdot f \text{ with } f = -\nabla H + c(H, 0) - \psi \text{curl } H.
\]

Now note that \(f\) belongs to \(V\) since \(H \in E\) and \(\psi = 0\) on \(\partial \Omega\). This shows the necessary condition in Proposition 2.1.

Next assume that \(f \in V\) is given and consider the linear equation

\[
- \Delta H + c \frac{\partial H}{\partial x} + \text{curl } \psi \cdot \nabla H = \nabla \cdot f,
\]
together with the conditions
\[ \frac{\partial H}{\partial y} = 0 \text{ on } \partial \Omega \text{ and } H(\pm \infty, y) = 0. \] (2.7)

The existence of solution is proved in the lemma below and completes the proof of Proposition 2.1. □

**Lemma 2.2.** Let \( c > 0 \) and let \( \psi \in H^3(\Omega) \) with \( \psi = 0 \) on \( \partial \Omega \) be given. Let \( f \in V \). Then problem (2.6)-(2.7) has a unique solution \( H \) in \( H^2(\Omega) \) which satisfies the estimates

\[ \|H\|_{H^1(\Omega)} \leq M(c)(1 + \|\psi\|_{H^2(\Omega)})\|f\|_{L^2(\Omega)}, \] (2.8)

\[ \|H\|_{H^2(\Omega)} \leq M(c)(1 + \|\psi\|_{H^3(\Omega)})\|f\|_V, \] (2.9)

where \( M(c) \) is a function locally bounded on \((0, +\infty)\).

**Proof.** The existence of a solution of problem (2.6), (2.7) is proved by introducing the following problem in a bounded domain \( R_a = (-a, a) \times (0, 1) \) for \( a > 0 \):

\[ -\Delta H + c \frac{\partial H}{\partial x} + \text{curl } \psi \cdot \nabla H = \nabla \cdot f \text{ in } R_a, \] (2.10)

together with the boundary conditions

\[ \frac{\partial H}{\partial y}(x, 0) = \frac{\partial H}{\partial y}(x, 1) = 0, \] (2.11)

\[ -\frac{\partial H}{\partial x}(-a, y) + cH(-a, y) - \psi(-a, y) \frac{\partial H}{\partial y}(-a, y) = f_1(-a, y), \] (2.12)

\[ H(a, y) = 0 \text{ for } y \in (0, 1). \]

It is easy to check the existence of a solution for this problem posed in a bounded domain. Next computations similar to the ones below provide estimates on the solution of (2.10)-(2.12) that are independent of the length of the rectangle. They allow to take the limit \( a \to +\infty \) and to obtain the existence of a solution of (2.6), (2.7). The details are left to the reader. We only prove here estimates (2.8), (2.9) for the problem in \( \Omega \).

For that purpose we introduce the eigenfunctions \( \phi_n \) and eigenvalues \( \lambda_n \) of the operator \(-u''\) in \( L^2(0, 1)\) associated with the homogeneous Neumann condition, that is

\[ -\phi_n'' = \lambda_n \phi_n \text{ in } (0, 1), \phi_n'(0) = \phi_n'(1) = 0, \]

\[ 0 = \lambda_0 < \lambda_1 \leq \lambda_2 \leq \ldots, \lambda_n \to +\infty \text{ for } n \to +\infty. \] (2.13)
For \( n \geq 0 \), we set
\[
\hat{h}_n = \langle H, \phi_n \rangle_{L^2(0,1)}.
\] (2.14)

Multiplying equation (2.6) by \( H \) and integrating over \((0,1)\), we obtain
\[
\sum_{n=1}^{+\infty} \lambda_n h_n^2 - \int_0^1 \frac{\partial^2 H}{\partial x^2} H dy + \int_0^1 (\text{curl } \psi \cdot \nabla H + c \frac{\partial H}{\partial x}) H dy
\]
\[
= \int_0^1 \nabla.f \, H \, dy. \tag{2.15}
\]

Integration of equation (2.15) with respect to \( x \in \mathbb{R} \) provides that
\[
\int_\Omega (\frac{\partial H}{\partial x})^2 dxdy + \sum_{n=1}^{+\infty} \lambda_n \| h_n \|_{L^2(\mathbb{R})}^2 + \int_\Omega c \frac{\partial H}{\partial x} H dxdy
\]
\[
+ \int_\Omega \text{curl } \psi \cdot \nabla H H dxdy = \int_\Omega \nabla.f \, H dxdy. \tag{2.16}
\]

Now thanks to (2.4) we have
\[
\int_\Omega \text{curl } \psi \cdot \nabla H H dxdy = - \int_\Omega \nabla.(\psi \text{curl } H) H dxdy
\]
\[
= \int_\Omega \psi \text{curl } H \cdot \nabla H dxdy = 0. \tag{2.17}
\]

Therefore (2.16) yields
\[
\lambda_1 \sum_{n=1}^{+\infty} \| h_n \|_{L^2(\mathbb{R})}^2 \leq \int_\Omega \nabla.f \, H dxdy = - \int_\Omega f \cdot \nabla H dxdy. \tag{2.18}
\]

On the other hand, multiplying again equation (2.6) by \( H \) and integrating over \( \Omega \), we see that
\[
\int_\Omega |\nabla H|^2 dxdy = \int_\Omega \nabla.f \, H dxdy, \tag{2.19}
\]
and the Cauchy-Schwarz inequality implies
\[
\int_\Omega |\nabla H|^2 dxdy \leq \int_\Omega |f|^2 dxdy. \tag{2.20}
\]

Then, due to (2.20), we infer from (2.18) that
\[
\sum_{n=1}^{+\infty} \| h_n \|_{L^2(\mathbb{R})}^2 \leq \frac{1}{\lambda_1} \| f \|_{L^2(\Omega)}^2. \tag{2.21}
\]
Now we need to estimate the norm of the function \( h_0 \). It satisfies the equation
\[
\begin{aligned}
- h_0'' + ch_0' &= - \int_0^1 \text{curl} \psi \cdot \nabla H dy + (\int_0^1 f_1 dy)', \\
h_0(\pm \infty) &= 0.
\end{aligned}
\tag{2.22}
\]
Here for all \( x \in \mathbb{R} \), we have
\[
\begin{aligned}
\int_{-\infty}^x \int_0^1 (\psi_x H_y - \psi_y H_x) dy d\xi \\
&= \int_0^1 \int_{-\infty}^x \psi_x H_y dy d\xi - \int_{-\infty}^x \int_0^1 \psi_y H_x dy d\xi \\
&= \int_0^1 \psi(x, y) H_y(x, y) dy - \int_0^1 \int_{-\infty}^x \psi(x, y) H_{x,y}(\xi, y) d\xi dy \\
&\quad + \int_{-\infty}^x \int_0^1 \psi(\xi, y) H_{x,y}(\xi, y) d\xi dy = \int_0^1 \psi(x, y) H_y(x, y) dy.
\end{aligned}
\tag{2.23}
\]

Therefore setting \( g_0(x) = \int_0^1 \psi(x, y) H_y(x, y) dy \) and \( f_0(x) = \int_0^1 f_1 dy \), equation (2.22) rewrites as
\[
\begin{aligned}
- h_0'' + ch_0' &= g_0' + f_0', \\
h_0(\pm \infty) &= 0.
\end{aligned}
\tag{2.24}
\]

Next integrating equation (2.24), we obtain the following expression for the function \( h_0 \)
\[
h_0 = (f_0 + g_0) \ast (e^{cx} \mathbf{1}_{x \leq 0}).
\tag{2.25}
\]

The Young formula for the convolution product provides the estimate
\[
\begin{aligned}
\|h_0\|_{L^2(\mathbb{R})} &\leq \|f_0 + g_0\|_{L^2} \|e^{cx} \mathbf{1}_{x \leq 0}\|_{L^1} \\
&\leq \frac{1}{c} (\|f_1\|_{L^2(\Omega)} + \|\psi\|_{\infty} \|H_y\|_{L^2(\Omega)}).
\end{aligned}
\tag{2.26}
\]

Since the sequence \((\phi_n)\) is an Hilbertian basis in \( L^2(0, 1) \), we have
\[
\|H\|_{L^2(\Omega)}^2 = \sum_{n=0}^{+\infty} \|\phi_n\|_{L^2(\mathbb{R})}.
\tag{2.27}
\]

Finally we infer from (2.20), (2.21) and (2.26) that
\[
\|H\|_{H^1(\Omega)} \leq M(c)(1 + \|\psi\|_{\infty}) \|f\|_{L^2(\Omega)},
\tag{2.28}
\]
where $M$ is a function locally bounded for $c > 0$.

The estimate in $H^2(\Omega)$ follows from equation (2.6). More precisely we have

$$\|\Delta H\|_{L^2(\Omega)} \leq \|c \frac{\partial H}{\partial x} + \text{curl } \psi \cdot \nabla H - \nabla f\|_{L^2(\Omega)}$$

$$\leq (c + \|\psi\|_{W^{1,\infty}})\|H\|_{H^1} + \|f\|_V.$$  \hfill (2.29)

Thanks to the two-dimensional embedding $H^3(\Omega) \hookrightarrow W^{1,\infty}(\Omega)$, we obtain

$$\|H\|_{H^2} \leq M(c)(1 + \|\psi\|_{H^3})\|f\|_V.$$  \hfill (2.30)

Uniqueness of the solution easily follows from this inequality. Lemma 2.2 is proved. \hfill \qed

2.2. Regularity of the Inverse Operator

In this section we will consider the operator corresponding to the resolution of problem (2.6), (2.7) and study its regularity. For that purpose we introduce the Banach space

$$F = \{ \psi \in H^3(\Omega), \psi = 0 \text{ on } \partial \Omega \}.$$  \hfill (2.31)

Recall that Proposition 2.1 allows us to solve system (2.1) for $c > 0$, $\psi \in F$ and $f \in V$. Therefore we can define the operator

$$\Phi : V \times F \times (0, +\infty) \to E$$

$$(f, \psi, c) \to H,$$  \hfill (2.32)

where $H$ is the solution of problem (2.6), (2.7).

Let us first prove the continuity of the operator $\Phi$.

**Lemma 2.3.** The operator $\Phi$ is continuous from $V \times F \times (0, +\infty)$ into $H^2(\Omega)$.

**Proof.** The proof of this lemma is based on estimate (2.9) and identity (2.4). Let

$$(f_1, \psi_1, c_1) \in V \times F \times (0, +\infty), \quad (f_2, \psi_2, c_2) \in V \times F \times (0, +\infty)$$

be given. We set $H_1 = \Phi(f_1, \psi_1, c_1)$, $H_2 = \Phi(f_2, \psi_2, c_2)$ and $H = H_1 - H_2$. Then $H$ satisfies the equation

$$- \Delta H + c_1 \frac{\partial H}{\partial x} + \text{curl } \psi_1 \cdot \nabla H = \nabla \cdot (f_1 - f_2) + (c_2 - c_1) \frac{\partial H_2}{\partial x}$$
+ \nabla H_2.\text{curl} (\psi_2 - \psi_1). \quad (2.33)

By virtue of (2.4), we have the identity
\[ \nabla H_2.\text{curl} (\psi_2 - \psi_1) = -\nabla.((\psi_2 - \psi_1)\text{curl} H_2). \quad (2.34) \]

Note that \((\psi_2 - \psi_1)\text{curl} H_2 \in V\) since the functions \(\psi_1\) and \(\psi_2\) vanish on \(\partial \Omega\).

Using (2.34), we can write equation (2.33) in the form
\[ -\Delta H + c_1 \frac{\partial H}{\partial x} + \text{curl} \psi_1.\nabla H = -c\frac{\partial H}{\partial x}, \quad (2.35) \]

so that estimate (2.9) implies that
\[ \|H\|_{H^2} \leq M(c_1)(1 + \|\psi_1\|_{H^3})\times (\|f_1 - f_2\|_V + |c_1 - c_2|\|H_2\|_{H^1} + \|H_2\|_{H^2}\|\psi_1 - \psi_2\|_{H^3}). \quad (2.36) \]

This estimate proves the continuity of the operator \(\Phi\). \hfill \Box

Next we will study some differential properties of the operator \(\Phi\).

**Lemma 2.4.** The operator \(\Phi\) is of class \(C^1\) from \(V \times F \times (0, +\infty)\) into \(H^2(\Omega)\). Its derivatives are given by the equalities
\[ \Phi'_f(f_0, \psi_0, c_0)f = \Phi(f, \psi_0, c_0), \quad (2.37) \]
\[ \Phi'_c(f_0, \psi_0, c_0) = -\Phi\left(\Phi(f_0, \psi_0, c_0), 0, \psi_0, c_0\right), \quad (2.38) \]
\[ \Phi'_{\psi}(f_0, \psi_0, c_0)\psi = \Phi\left(\psi.\text{curl} \Phi(f_0, \psi_0, c_0), \psi_0, c_0\right). \quad (2.39) \]

**Proof.** We first note that \(\Phi(f, \psi, c)\) depends linearly on \(f\), so that its derivative with respect to \(f\) is given by (2.37).

Let \((f_0, \psi_0, c_0) \in V \times F \times (0, +\infty)\) and \(c\) be sufficiently small so that \(c + c_0 > 0\). We set
\[ H_0 = \Phi(f_0, \psi_0, c_0), \quad H = \Phi(f_0, \psi_0, c_0 + c), \quad \tilde{H} = H - H_0. \quad (2.40) \]

Clearly \(\tilde{H}\) satisfies the equation
\[ -\Delta \tilde{H} + c_0 \frac{\partial \tilde{H}}{\partial x} + \text{curl} \psi_0.\nabla \tilde{H} = -c\frac{\partial H}{\partial x}, \quad (2.41) \]

and (2.8) yields that
\[ \|\tilde{H}\|_{H^1} \leq M(c_0)(1 + \|\psi_0\|_{H^3})c\|H\|_{L^2}. \quad (2.42) \]
Next we introduce the solution $\tilde{H}$ of the equation

$$
-\Delta \tilde{H} + c_0 \frac{\partial \tilde{H}}{\partial x} + \text{curl} \, \psi_0. \nabla \tilde{H} = -c \frac{\partial H_0}{\partial x}.
$$

(2.43)

Note that $H$ is well defined by virtue of Lemma 2.2 since $(H_0, 0) \in V$. Then we have

$$
-\Delta (\tilde{H} - H) + c_0 \frac{\partial (\tilde{H} - H)}{\partial x} + \text{curl} \, \psi_0. \nabla (\tilde{H} - H) = -c \frac{\partial \tilde{H}}{\partial x},
$$

(2.44)

and in view of (2.9) we obtain the estimate

$$
\|\tilde{H} - H\|_{H^2} \leq M(c_0)(1 + \|\psi_0\|_{H^3})c\|\tilde{H}\|_{H^1} \leq M(c_0)^2(1 + \|\psi_0\|_{H^3})^2c^2\|\tilde{H}\|_{L^2}.
$$

(2.45)

This shows that $\Phi$ is differentiable with respect to $c$ and $\Phi'(f_0, \psi_0, c_0).c = \tilde{H}$.

Finally, let $(f_0, \psi_0, c_0) \in V \times E_2 \times (0, +\infty)$ and $\psi \in E_2$. We set

$$
H_0 = \Phi(f_0, \psi_0, c_0), \quad H = \Phi(f_0, \psi_0 + \psi, c_0), \quad \tilde{H} = H - H_0.
$$

(2.46)

Clearly $\tilde{H}$ satisfies the equation

$$
-\Delta \tilde{H} + c_0 \frac{\partial \tilde{H}}{\partial x} + \text{curl} \, \psi_0. \nabla \tilde{H} = -\text{curl} \, \psi \cdot \nabla \tilde{H} = -\nabla \cdot (\psi \text{curl} \, H),
$$

(2.47)

and (2.9) yields the estimate

$$
\|\tilde{H}\|_{H^2} \leq M(c_0)(1 + \|\psi_0\|_{H^3})\|\psi\|_{H^3}\|\tilde{H}\|_{H^1}.
$$

(2.48)

We introduce the solution $\bar{H}$ of the equation

$$
\Delta \bar{H} + c_0 \frac{\partial \bar{H}}{\partial x} + \text{curl} \, \psi_0. \nabla \bar{H} = \nabla \cdot (\psi \text{curl} \, \bar{H}).
$$

(2.49)

Note that Lemma 2.2 can be applied since $\psi \text{curl} \, H_0 \in V$. We obtain

$$
-\Delta (\bar{H} - H) + c_0 \frac{\partial (\bar{H} - H)}{\partial x} + \text{curl} \, \psi_0. \nabla (\bar{H} - H) = \nabla \cdot (\psi \text{curl} \, \bar{H}),
$$

(2.50)

and in view of (2.9) we have:

$$
\|\tilde{H} - \bar{H}\|_{H^2} \leq M(c_0)(1 + \|\psi_0\|_{H^3})\|\psi\|_{H^3}\|\tilde{H}\|_{H^2} \leq M(c_0)^2(1 + \|\psi_0\|_{H^3})^2\|\psi\|_{H^3}^2\|\tilde{H}\|_{H^1}.
$$

(2.51)
This shows that $\Phi$ is differentiable with respect to $\psi$ and $\Phi'_\psi(f_0, \psi_0, c_0), \psi = \bar{H}$.

It remains to show the continuity of the derivatives (2.37), (2.38) and (2.39). Let us start with operator (2.37). Let $(f, \psi_1, c_1)$ and $(f, \psi_2, c_2)$ be given. We set $W = \Phi(f, \psi_1, c_1) - \Phi(f, \psi_2, c_2)$. Then the function $W$ satisfies the equation

$$-\Delta W + c_1 \frac{\partial W}{\partial x} + \text{curl} \psi_1 \nabla W - (c_1 - c_2) \frac{\partial \Phi(f, \psi_2, c_2)}{\partial x}$$

$$- \text{curl} (\psi_1 - \psi_2) \nabla \Phi(f, \psi_2, c_2)$$

$$= - \nabla \left( (c_1 - c_2) \Phi(f, \psi_2, c_2, 0) - (\psi_1 - \psi_2) \text{curl} \Phi(f, \psi_2, c_2) \right). \quad (2.52)$$

From (2.9) we obtain

$$\|W\|_{H^2} \leq M(c_1)(1 + \|\psi_1\|_{H^3})$$

$$\times \| (c_1 - c_2) \Phi(f, \psi_2, c_2, 0) - (\psi_1 - \psi_2) \text{curl} \Phi(f, \psi_2, c_2) \|_V. \quad (2.53)$$

The continuity of the operator $\Phi(., \psi, c)$ follows from this estimate. The continuity of the operators (2.38) and (2.39) can be proved in the same way. \hfill \Box

**Remark 2.5.** In this section we assumed that $c > 0$. If we change $x$ by $-x$, we can obtain analogous results for $c < 0$. However the operator $\Phi$ is not defined for $c = 0$.

### 3. Reformulation of the Problem

In this section, we introduce an integro-differential operator in order to study problem (1.12)-(1.17).

We first rewrite system (1.12)-(1.17) using the variable $(\theta, H, \psi, \omega, c)$ where $H = \theta + Y - 1$. By adding (1.12) and (1.13) we easily obtain the system

$$-\Delta \theta + c \frac{\partial \theta}{\partial x} + \text{curl} \psi \nabla \theta - \kappa(\theta, 1 - \theta + H) = 0, \quad (3.1)$$

$$-\Delta H + c \frac{\partial H}{\partial x} + \text{curl} \psi \nabla H = (1 - \Lambda) \Delta \theta, \quad (3.2)$$

$$-P \Delta \omega + c \frac{\partial \omega}{\partial x} + \text{curl} \psi \nabla \omega - PR \text{curl} \theta \tau = 0, \quad (3.3)$$

$$\frac{\partial \theta}{\partial y} = \frac{\partial H}{\partial y} = \omega = \psi = 0 \text{ on } \partial \Omega, \quad (3.4)$$

$$\theta(-\infty, y) = 0, \quad H(-\infty, y) = 0, \quad \omega(-\infty, y) = 0, \quad \psi(-\infty, y) = 0; \quad (3.5)$$

$$\theta(+\infty, y) = 1, \quad H(+\infty, y) = 0, \quad \omega(+\infty, y) = 0, \quad \psi(+\infty, y) = 0. \quad (3.6)$$
For the functional setting of this problem it is convenient to consider the spaces $E$ and $F$ defined by (2.3), (2.31) and to introduce the space

$$G = \{ \omega \in H^2(\Omega), \omega = 0 \text{ on } \partial\Omega \}. \quad (3.7)$$

In addition, to take care of the nonzero limits at infinity for the temperature $\theta$ we introduce a function $\phi : \mathbb{R} \to \mathbb{R}$ of class $C^\infty$ such that

$$\phi(x) = 0 \text{ for } x < -1 \text{ and } \phi(x) = 1 \text{ for } x > 1, \quad (3.8)$$

and consider the new unknown $u = \theta - \phi$.

Now if $u \in E$, then $H$ satisfies (2.6) where $f = (1 - \Lambda) \nabla (u + \phi)$ belongs to $V$. Therefore using the operator introduced in Section 2.2, we have

$$H = \Phi \left( (1 - \Lambda) \nabla (u + \phi), \psi, c \right). \quad (3.9)$$

This leads us to consider $H$ as a function of $u$, $\psi$, $c$ and $\Lambda$ and to set

$$H = \mathcal{H}(\Lambda, u, \psi, c) = \Phi \left( (1 - \Lambda) \nabla (u + \phi), \psi, c \right). \quad (3.10)$$

The operator $\mathcal{H}$ is acting from $(0, +\infty) \times E \times F \times (0, +\infty)$ into $E$.

Then, system (3.1)-(3.6) is equivalent to the following integro-differential formulation involving the variables $(u, \psi, \omega, c) \in E \times F \times G \times \mathbb{R}$

$$-\Delta \theta + c \frac{\partial \theta}{\partial x} + \text{curl } \psi \nabla \theta - \kappa \left( \theta, 1 - \theta + \mathcal{H}(\Lambda, u, \psi, c) \right) = 0,$$

$$\theta = u + \phi, \quad (3.11)$$

$$-P \Delta \omega + c \frac{\partial \omega}{\partial x} + \text{curl } \psi \nabla \omega - PR \text{curl } \theta \tau = 0,$$

$$\Delta \psi + \omega = 0. \quad (3.13)$$

Solutions of system (3.11)-(3.13) provide solutions of problem (1.12)-(1.17) by setting $Y = 1 - \theta + \mathcal{H}(\Lambda, u, \psi, c)$.

In what follows we will use this integro-differential system in order to prove the existence of solutions of problem (1.12)-(1.17).
4. Implicit Function Theorem for $R = 0$

The aim of this section is to show that problem (1.12)-(1.17) possesses a solution for $\Lambda$ close to one and for $R$ close to zero. More precisely we will prove the following existence result.

**Theorem 4.1.** Suppose that assumptions (1.18)-(1.21) hold and that \( \int_0^1 K(s)ds \neq 0 \). Then there exists $\epsilon > 0$ such that problem (1.12)-(1.17) has a solution $$(\theta, Y, \psi, \omega, c)$$ for all values of $\Lambda$ and $R$ such that

$$|\Lambda - 1| + |R| < \epsilon.$$ \hspace{1cm} (4.1)

This solution is continuous with respect to $(\Lambda, R)$ in the topology of $C^1_{loc}(\bar{\Omega})^4 \times \mathbb{R}$.

**Proof.** The proof of this theorem relies on the Implicit Function Theorem applied to the integro-differential system (3.11)-(3.13). Recall that for this system the unknowns are

$$(u, \psi, \omega, c) \in X = E \times F \times G \times \mathbb{R}.$$ \hspace{1cm} (4.2)

The system also involves the fixed parameter $P \in (0, +\infty)$ and the two parameters

$$\Lambda \in (0, +\infty), \hspace{0.5cm} R \in \mathbb{R}$$ \hspace{1cm} (4.3)

that will be allowed to vary.

For $\Lambda = 1$, the solution of (3.2) is $H \equiv 0$ so that we have

$$\mathcal{H}(1, u, \psi, c) \equiv 0.$$ \hspace{1cm} (4.4)

Also for $R = 0$, the equations (3.12), (3.13) are uncoupled from (3.11) and in view of (3.6), we have $\psi = \omega = 0$.

In particular for $\Lambda = 1$ and $R = 0$, system (3.11)-(3.13) reduces to

$$-\Delta \theta + c \frac{\partial \theta}{\partial x} - \kappa(\theta, 1 - \theta) = 0, \hspace{0.5cm} \theta = u + \phi,$$ \hspace{1cm} (4.5)

$$\frac{\partial \theta}{\partial y} = 0 \hspace{0.5cm} \text{on} \hspace{0.5cm} \partial \Omega,$$ \hspace{1cm} (4.6)

$$\theta(-\infty, y) = 0, \hspace{0.5cm} \theta(+\infty, y) = 1.$$ \hspace{1cm} (4.7)

It is known that under conditions (1.18)-(1.21), problem (4.5)-(4.7) has a unique solution $(\theta_0 = u_0 + \phi, c_0)$, see [4]. The function $\theta_0$ is independent of $y$ and monotone increasing with respect to $x$. Also the sign of $c_0$ is the one of \( \int_0^1 K(s)ds \). For simplicity we will assume in the sequel that $c_0 > 0$.

Let us denote by

$$\mathcal{A} = \mathcal{A}(u, \omega, \psi, c, \Lambda, R)$$ \hspace{1cm} (4.8)
the operator associated to the integro-differential system (3.11)-(3.13). This operator is acting from

\[ X \times (0, +\infty) \times \mathbb{R}, \quad X \text{ given by (4.2)}, \]

into

\[ Y = L^2(\Omega) \times L^2(\Omega) \times H^1(\Omega). \]

Then the solutions of (3.11)-(3.13) are the zeros of \( A \). Also we have

\[ A(u_0, 0, 0, c_0, 1, 0) = 0. \]

We first derive some regularity result for this operator.

**Lemma 4.2.** The operator \( A : X \times (0, +\infty) \times \mathbb{R} \rightarrow Y \) is of class \( C^1 \).

**Proof.** The continuity of the operator \( A \) is obvious. The existence and the continuity of its Fréchet derivative follow from the embeddings \( H^2 \rightarrow L^\infty \) and \( H^3 \rightarrow W^{1,\infty} \) in the two dimensional case, and from the regularity of the nonlinear term \( \kappa \).

We aim to apply the Implicit Function Theorem to the operator \( A \) given by (4.8) in the neighborhood of the zero \((u_0, 0, 0, c_0, 1, 0)\). For that purpose it is necessary to investigate the linearized operator with respect to \((u, \omega, \psi, c)\) at the point \((u_0, 0, 0, c_0, 1, 0)\). Let us denote by \( A \) this operator.

Let us study the problem

\[ A(u, \psi, \omega, c) = (f, g, h), \]

where \((f, g, h) \in Y\) is given. In view of system (3.11)-(3.13) and property (4.4), this problem reads:

\[ -\Delta u + c_0 \frac{\partial u}{\partial x} + c(u_0 + \phi)' + \psi_y(u_0 + \phi)' - K'(\theta_0)u = f, \]
\[ -P\Delta \omega + c_0 \frac{\partial \omega}{\partial x} = g, \]
\[ \Delta \psi + \omega = h, \]

(4.12) \hspace{1cm} (4.13) \hspace{1cm} (4.14)

together with the conditions

\[ \frac{\partial u}{\partial y} = \psi = \omega = 0 \text{ on } \partial \Omega, \]
\[ u(\pm \infty, y) = \psi(\pm \infty, y) = \omega(\pm \infty, y) = 0. \]

(4.15)

Here we recall that the function \( K \) is defined in (1.19).
We first note that problem
\[-P\Delta \omega + c_0 \frac{\partial \omega}{\partial x} = g, \ \omega = 0 \text{ on } \partial \Omega, \quad (4.16)\]
possesses a unique solution \( \omega \) in \( H^2(\Omega) \) for any \( g \in L^2(\Omega) \). Next the problem
\[\Delta \psi + \omega = h, \ \psi = 0 \text{ on } \partial \Omega, \quad (4.17)\]
is also uniquely solvable in \( H^3(\Omega) \) for any \( h \in H^1(\Omega) \).

Now let us denote by \( A_0 \) the operator defined by
\[A_0 u = -\Delta u + c_0 \frac{\partial u}{\partial x} - K'(\theta_0)u. \quad (4.18)\]
Then equation (4.12) can be written in the form
\[A_0 u = f - c(u_0 + \phi)' - \psi_y(u_0 + \phi)' \quad (4.19)\]
Since assumption (1.21) holds, the operator \( A_0 \) from \( E \) into \( L^2(\Omega) \) satisfies the Fredholm property and it has the zero index [19]. Therefore the equation \( A_0 u = g \) is solvable in \( E \) if and only if
\[\int\int_{\Omega} gv^* dxdy = 0, \quad (4.20)\]
where \( v^* \) is an eigenfunction corresponding to the zero eigenvalue of the formally adjoint operator,
\[-\Delta v^* - c_0 \frac{\partial v^*}{\partial x} - K'(\theta_0)v^* = 0. \quad (4.21)\]
Thus the solvability condition applied to equation (4.19) reads
\[\int\int_{\Omega} (f - c(u_0 + \phi)' - \psi_y(u_0 + \phi)'v^*) dxdy = 0. \]
Therefore for any \( f \in L^2(\Omega) \) we can choose \( c \) such that it is satisfied provided that
\[\int\int_{\Omega} (u_0 + \phi)'v^* dxdy \neq 0. \quad (4.22)\]
Condition (4.22) holds true due to the monotonicity of \( \theta_0 = u_0 + \phi \) and the positiveness of \( v^* \) so that problem (4.19) possesses a solution in \( E \).

We have shown that the problem
\[A(u, \psi, \omega, c) = (f, g, h) \quad (4.23)\]
is solvable in $X$ for any $(f,g,h) \in Y$. However this solution is not unique. Indeed, $A_0$ has the zero eigenvalue $\theta'_0$, and any function $(u + \tau \theta'_0, \psi, \omega, c)$ with $\tau \in \mathbb{R}$ is also a solution of problem (4.23).

In order to construct an invertible operator, we need to introduce an appropriate subspace of $X$. Let

$$(\ker A_0)^\perp = \{ u \in E, \iint_{\Omega} uv dx dy = 0 \ \forall v \in \ker A_0 \}.$$ 

Then the operator $A$ acting from

$$(\ker A_0)^\perp \times F \times G \times \mathbb{R}$$

onto $Y$ is invertible.

This leads us to consider the space

$$X_1 \times (0, +\infty) \times \mathbb{R}, \text{ where } X_1 = (u_0 + \ker A_0^\perp) \times F \times G \times \mathbb{R}. \quad (4.24)$$

Then $(u_0, 0, 0, c_0, 1, 0)$ belongs to that space and we can apply the Implicit Function Theorem to $A$ in that space. This readily allows to obtain the conclusions of Theorem 4.1.

\[\square\]

### 5. Implicit Function Theorem for $R \neq 0$

The aim of this section is to consider problem (1.12)-(1.17) for $\Lambda$ close to 1 and for $R$ not necessarily small. More precisely we suppose that for $\Lambda = 1$ and for some $R = R_0$ problem (1.12)-(1.17) possesses a solution and we aim to show the existence of solutions for $\Lambda$ close to 1 and $R$ close $R_0$.

We first introduce an integro-differential formulation for (1.12)-(1.17). As in Section 3, equations (1.12), (1.13) can be replaced by (3.11). Also it is convenient to rewrite the equations (1.14), (1.15) as a fourth order elliptic equation for the stream function $\psi$. Then problem (1.12)-(1.17) amounts in finding $(\theta, \psi, c)$ satisfying

\begin{align*}
-\Delta \theta + c \frac{\partial \theta}{\partial x} + \text{curl } \psi. \nabla \theta - \kappa (\theta, 1 - \theta + \mathcal{H}(\Lambda, u, \psi, c)) &= 0, \quad \theta = u + \phi, \quad (5.1) \\
P \Delta^2 \psi - c \frac{\partial \Delta \psi}{\partial \theta x} - \text{curl } \psi. \nabla \Delta \psi - PR \text{curl } \theta. \tau &= 0, \quad (5.2) \\
\frac{\partial \psi}{\partial y} &= 0, \quad \psi = \Delta \psi = 0 \text{ on } \partial \Omega, \quad (5.3) \\
\psi(\pm \infty, y) &= \psi(\pm \infty, y) = 0. \quad (5.4)
\end{align*}
Here the unknown \((u, \psi, c)\) lies in
\[
\hat{X} = E \times \hat{F} \times (0, +\infty),
\] (5.5)
where
\[
\hat{F} = \{ \psi \in H^1(\Omega), \; \psi = \Delta \psi = 0 \text{ on } \partial\Omega \}.
\] (5.6)

Let us denote by
\[
B = B(u, \psi, c, \Lambda, R)
\] (5.7)
the operator associated to the integro-differential system (5.1), (5.2). This operator is acting from
\[
\hat{X} \times (0, +\infty) \times \mathbb{R}
\] (5.8)
into
\[
\hat{Y} = L^2(\Omega) \times L^2(\Omega).
\] (5.9)

For \(\Lambda = 1\), since \(H(1, u, \psi, c) \equiv 0\), the operator \(B\) takes a simpler form. We assume that for \(\Lambda = 1\) and for some \(R = R_0\) problem (5.1)-(5.4) has a solution \((u_0, \psi_0, c_0)\) with \(c_0 \neq 0\).

Then we can prove the following stability result.

**Theorem 5.1.** Suppose that assumptions (1.18)-(1.21) hold. Moreover suppose that for \(\Lambda = 1\) and for some \(R = R_0\) problem (5.1)-(5.4) has a solution \((u_0, \psi_0, c_0)\) with \(c_0 \neq 0\) and that system (1.28), (1.29) has no bounded solution. Then there exists \(\epsilon > 0\) such that problem (5.1)-(5.4) has a solution \((\theta, \psi, c)\) for all \(\Lambda\) and \(R\) such that
\[
|\Lambda - 1| + |R - R_0| < \epsilon.
\] (5.10)
This solution is continuous for the topology of \(C^1_{loc}(\bar{\Omega})^2 \times \mathbb{R}\) with respect to the parameters \((\Lambda, R)\).

**Remark 5.2.** The linearized operator \(B\) has a zero eigenvalue because of the invariance of the solution with respect to translation in space. The assumption that system (1.28), (1.29) does not have bounded solution corresponds to the simplicity of the zero eigenvalue for the following linear operator \(B\) corresponding to the left hand side of the following system:
\[
-\Delta u + c_0 \frac{\partial u}{\partial x} + \text{curl } \psi_0 \cdot \nabla u + \text{curl } \psi \cdot \nabla \theta_0 - K'(\theta_0)u = \frac{\partial \theta_0}{\partial x},
\] (5.11)
\[
\Delta^{-1}(P\Delta^2 \psi - c_0 \frac{\partial \Delta \psi}{\partial x} - \text{curl } \psi \cdot \nabla \Delta \psi_0 - \text{curl } \psi_0 \cdot \nabla \Delta \psi - PR_0 \text{curl } \tau)
\]
\[
= -\frac{\partial \psi_0}{\partial x}.
\] (5.12)
Here $\Delta^{-1}$ is the linear integral operator acting from $L^2(\Omega)$ into $\{v \in H^2(\Omega), v|_{\partial \Omega} = 0\}$ which associates to a given function $f \in L^2(\Omega)$ the unique function $v \in H^2(\Omega)$ such that $v|_{\partial \Omega} = 0$ and $\Delta v = f$. The operator $B$ is considered as acting from $E \times \hat{F}$ into $H^2(\Omega)$. The assumption that the zero eigenvalue is simple implies in particular that it is not a bifurcation point.

The operator $B$ can be introduced by considering the following eigenvalue problem with constraint: find three functions $(u, \psi, \omega)$ and a real number $\lambda$ such that

$$\begin{align*}
-\Delta u + c_0 \frac{\partial u}{\partial x} + \text{curl} \psi_0. \nabla u + \text{curl} \psi. \nabla \theta_0 - K'(\theta_0) u &= \lambda u, \\
-P\Delta \omega + c_0 \frac{\partial \omega}{\partial x} - \text{curl} \psi_0. \nabla \Delta \psi_0 + \text{curl} \psi_0. \nabla \omega - PR_0 \text{curl} u. \tau &= \lambda \omega, \\
\Delta \omega + \psi &= 0,
\end{align*}$$

(5.13, 5.14, 5.15)

together with the corresponding boundary conditions. Then we easily see that this eigenvalue problem corresponds to a classical eigenvalue problem for the operator $B$.

**Proof.** The proof of Theorem 5.1 is based on the Implicit Function Theorem applied to the operator $B$. We first note that this operator is of the class $C^1$ from $\hat{X} \times (0, +\infty) \times \mathbb{R}$ into $\hat{Y}$.

Consider the operator $B$ linearized with respect to $(u, \psi, c)$ about $(u_0, \psi_0, c_0, 1, R_0)$. Let $(f, g) \in L^2(\Omega) \times L^2(\Omega)$ be given and consider the equation

$$B'(u, \psi, c)(u_0, \psi_0, c_0, 1, R_0). (u, \psi, c) = (f, g).$$

(5.16)

This problem takes the form: find $(u, \psi, c) \in \hat{X}$ such that

$$\begin{align*}
-\Delta u + c_0 \frac{\partial u}{\partial x} + \text{curl} \psi_0. \nabla u + \text{curl} \psi. \nabla \theta_0 - K'(\theta_0) u &= f - c \frac{\partial \theta_0}{\partial x}, \\
P\Delta^2 \psi - c_0 \frac{\partial \Delta \psi}{\partial x} - \text{curl} \psi_0. \nabla \Delta \psi_0 - \text{curl} \psi_0. \nabla \Delta \psi - PR_0 \text{curl} u. \tau \\
&= g + c \frac{\partial \Delta \psi_0}{\partial x}.
\end{align*}$$

(5.17, 5.18)

We now introduce the operator $B_0$ which is associated to the left-hand side of this system of equations. This operator acts on the variables $(u, \psi)$. System (5.17), (5.18) can be written in the form

$$B_0(u, \psi) = (f, g) - c \left( \frac{\partial \theta_0}{\partial x}, - \frac{\partial \Delta \psi_0}{\partial x} \right).$$

(5.19)

The following lemma provides solvability conditions for the operator $B_0$. 

Lemma 5.3. Under assumptions (1.18)-(1.21), the operators $B_0$ and and its formally adjoint $B_0^*$ are Fredholm with the zero index. Equation (5.19) is solvable if and only if its right-hand side is orthogonal in $L^2(\Omega)$ to the kernel of the operator $B_0^*$.

Proof. The proof of the Fredholm property together with the computations of the index can be found in [13]. It is shown that the operator $B_0 - \lambda$ is normally solvable with a finite dimensional kernel for all nonnegative $\lambda$. Since it is invertible for large $\lambda$, it satisfies the Fredholm property with the zero index. The same is true for the formally adjoint operator.

In the case of Fredholm operators with the zero index, solvability conditions can be formulated in terms of orthogonality to the kernel of the formally adjoint operator [2].

We now apply these solvability conditions to equation (5.19). It is solvable for any $(f, g)$ for a suitable value of $c$ if the following condition is satisfied:

$$\int \int _\Omega (u^* \partial \theta_0 \partial_x - \psi^* \partial \Delta \psi_0 \partial_x) dxdy \neq 0, \quad (5.20)$$

where $(u^*, \psi^*)$ is a nonzero solution of the equation

$$B_0^*(u^*, \psi^*) = 0. \quad (5.21)$$

Suppose now that condition (5.20) does not hold true that is

$$\int \int _\Omega (u^* \partial \theta_0 \partial_x - \psi^* \partial \Delta \psi_0 \partial_x) dxdy = 0. \quad (5.22)$$

Due to Lemma 5.3 the equation

$$B_0(u, \psi) = (\frac{\partial \theta_0}{\partial_x}, -\frac{\partial \Delta \psi_0}{\partial_x}), \quad (5.23)$$

has a solution $(u, \psi) \in E \times \hat{F}$. This provides a nonzero and bounded solution of the system of equations

$$-\Delta u + c_0 \frac{\partial u}{\partial x} + \text{curl} \psi_0 \nabla u + \text{curl} \psi \nabla \theta_0 - K'(\theta_0) u = \frac{\partial \theta_0}{\partial x}, \quad (5.24)$$

$$P \Delta^2 \psi - c_0 \frac{\partial \Delta \psi}{\partial x} - \text{curl} \psi \nabla \Delta \psi_0 - \text{curl} \psi_0 \nabla \Delta \psi - PR_0 \text{curl} u \tau = \frac{\partial \Delta \psi_0}{\partial x}. \quad (5.25)$$
This is in contradiction with our assumption on system (1.28), (1.29). Therefore condition (5.20) holds true and problem (5.19) is solvable for any \((f, g) \in L^2(\Omega)^2\) and a suitable value of \(c\).

Next we can conclude the proof as in Theorem 4.1 by choosing a convenient submanifold where the solution of equation (5.19) is unique, and the operator \(B_0\) is invertible.
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