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Abstract: This work continues the realization of the scientific visualization program outlined in [2]. Here we address the comparative visualization of the exact solutions of initial-value and boundary-value problems for parabolic, hyperbolic and elliptic PDEs of second order. For this purpose we design comparable initial and boundary conditions for the three types and use colour (mode 1) mapping (see Section 2 of [2] and the references therein) to compare the solutions as 2D colour (or grey-scale) images. The knowledge accumulated in this first part of the paper is then used in its second part for the comparative visualization of the solutions of two model mixed-type problems. One of the observable differences is the diverse behaviour of the shock waves obtained due to the propagation of singularities along the characteristic cone in the hyperbolic part of the domain of the boundary-value problem. For the visualization in the second part of the paper we use again 2D colour (mode 1) mapping, but also provide equivalent 3D modelling of the solutions as surfaces, to show the changes on the boundary between the regions of parabolicity and hyperbolicity.
Based on the graphical results, we provide some comparative analysis of the properties of the solutions in all cases. All graphical images are obtained via the in-house software developed as part of the work on [7] and [6], see also [2], [3] and [4].
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### 1. Introduction

This paper is a continuation of [2] and, together with the follow-up papers [3] and [4], is dedicated to scientific visualization related to initial-value and boundary-value problems for PDEs. Our work on this topic should be considered as extension and upgrade of [6] where we discussed the scientific visualization of the numerical output of the simulator BedSim – see [6] and [2] for further details and references on BedSim.

Our purpose in this paper, as well as in [2], [3] and [4], is to show how our visualization software application discussed in [6] works on data sets generated from PDEs and their numerical approximations. We shall consider the model examples of the 3 basic types of 2nd order linear PDEs with constant real coefficients and variable right-hand side (RHS): parabolic, hyperbolic and elliptic PDE for initial and boundary-value problems on the rectangle \( \{(x, t) : x \in [0, 1], t \in [0, T], 0 < T < \infty\} \), that is, the space variable \( x \) will be 1D. We shall use the same model RHS for all examples of the 3 types of equations. Wherever possible, we shall use also the same model initial/boundary-value functions. Under these comparable conditions in Section 3, we shall visualize the exact (continual) solution of the boundary problem for the respective PDE.

The problem setting is as in Section 3 of [2]. In Section 2 of the present paper is given some brief orientation about this problem setting, the visualization methods and the in-house software application used in the visualization.

For the high-precision computation of fundamental solutions (Green’s functions) of the parabolic, hyperbolic and elliptic problems (2), (6) and (10) in
we used for the visualization in [3] low convergence-order quadrature rules (typically, the trapezium rule) with a very dense knot-vector (i.e., with small step/high resolution). This was done due to the singularities present in the graphs of the Green’s functions. In the present paper we consider sufficiently smooth RHS and initial/boundary conditions, so that it is easy to obtain high convergence rates in the quadrature approximation. In this case, we use higher-order quadrature formulae, with a larger step – typically, accelerating the convergence by several iterations of Richardson extrapolation (Runge principle) via Romberg integration starting from the trapezium rule.)

After studying the basic cases of linear PDE with constant coefficients of elliptic, parabolic and hyperbolic type, we turn to a more complex problem: we consider two model examples of boundary problems for mixed-type PDEs. Based on the visualization results obtained in Section 3, we compare the propagation of the singularities (the “shock waves”) of the solutions of the mixed-type using an argument founded on a celebrated theorem of Lars Hörmander ([11], Theorems 24.5.3 and 24.5.4).

2. Exact Solutions of Boundary-Value Problems for 2nd Order PDEs, Visualization Methods and Software Tools

The three scaled PDEs of parabolic, hyperbolic and elliptic type, and the respective initial-value and boundary-value problems are given in Section 3 of [2], see (2), (6) and (10) of the same section of [2], respectively. The derivation of the respective integral representation of the solutions (formulae (5), (8) and (12) in [2], respectively) is discussed in Appendices A.1, B.1 and C.1 of [2], while their approximate numerical computation is discussed in Section 3 of [2] (see also Section 1 of present paper).

Note that, unlike the case of the hyperbolic equation, in the elliptic case we do not consider the initial and boundary value problem in (6) of [2]. One reason is that in the elliptic equation the variables \( x \) and \( t \) play a symmetric role, and we thus prefer to look at \((x, t)\) as a two-dimensional space variable, rather than a pair of a space and time variable. Another reason is that choosing initial and boundary value in (10) of [2] translates into a mixed Dirichlet - Neumann boundary value problem for the elliptic equation where Dirichlet data are given on part of the boundary, and Neumann data are given on the remaining part of this boundary. Instead, we prefer to study here the simpler Dirichlet boundary value problem as given in (10) of [2] where the data on the whole boundary are
of Dirichlet type.

The types of visualization techniques (in 3D and in variable dimensions, including higher than 3, via colour (mode 1, 2 and 3 mapping) are discussed in Section 2 of [2]. Also in this section of [2] is described our software-application used to obtain the graphical results given in this paper. This is the same software tool which was used for the visualization related to the ODE-based simulator BedSim in [6].

3. Graphical Comparison of the Solutions of the Three Basic Types for Comparable Boundary Conditions

In this section we provide comparative graphical plots based on input data sets generated from the formulae in the Section 4 of [2]. We use these graphical results to make some observations and conclusions about properties of the solutions of the three basic types of equations. The graphical plots presented are screen shots taken from the graphical output of our new software. We note that the capabilities of this software allow continuous changing of the parameters (via sliders), resulting in continuous real-time change of the form and topology of isosurfaces, isocurves, colour plots, 3D plots, etc.

In Figures 1 and 2 are shown comparative colour (mode 1) plots of the exact solutions of the three basic types of equations (2), (6) and (10) of [2] (computed with high precision using quadratures in the integral representations), for comparable boundary conditions.

Some observations and comments:

- The boundary value data and the RHS are smooth and all relevant consistency conditions are preserved.

- The initial and boundary conditions of the parabolic problem, see (2) in [2], are common also for the other two boundary-value problems (6) and (10) in [2]. To ensure comparable boundary conditions in Figures 1 and 2, the missing Neumann initial condition in (6) in [2] and Dirichlet boundary condition in (10) in [2] are recovered in two different ways described in the figures.

- Under the two sets of comparable boundary conditions, the solutions of (2), (6) and (10) of [2] vary a lot and, in particular, have fairly different range of values. Due to this, the colour scaling for the three solutions is
Figure 1: Comparison of the solutions for parabolic, hyperbolic and elliptic equation. The initial conditions for the hyperbolic equation are taken from the solution of the parabolic equation and the initial conditions for the elliptic case are taken from the hyperbolic solution. Here all colour maps appear as grey-scale.
Figure 2: Comparison of the solutions for parabolic, elliptic and hyperbolic equation. The initial conditions for the elliptic equation are taken from the solution of the parabolic equation and the initial conditions for the hyperbolic case are taken from the elliptic solution. Here all colour maps appear as grey-scale.
not the same, and is described in the colour bar at the right-hand side of
the respective colour plot.

• Note that in Figures 1 and 2: the solution of the parabolic problem is the
same; the solution of the elliptic problem is almost the same; the solution
of the hyperbolic problems varies a lot. (This has to do in part with
the absence of a maximum principle in the hyperbolic case, while for the
other two case there is a respective maximum principle (see, e.g., [15] and
[14]).)

4. Comparative Visualization of Solutions of PDEs of Mixed Type

We are now in a position to discuss the more advanced case of visualization-
based analysis of the solution of mixed-type PDEs.

We have used analytic boundary conditions and, to avoid perturbations in
the exact solutions due to interference phenomena caused by interaction with
the boundary, we have considered only the simple case of change of type in time
in one single moment, uniformly on the whole space domain. The continuous
change of type in this model would result in a very ill-conditioned numerical
solution in the neighbourhood of the type change. We have avoided this by
considering a discontinuous ("jump") change of type, so that the type of the
equation is bounded away from degenerating, before and after the moment of
change.

In Figure 3, the equation is first hyperbolic, then parabolic. The inconsis-
tency between the boundary and the initial condition at \((x, t) = (1, 0)\) (upper
left corner) causes the solution to be discontinuous there. This results in the
formation of a discontinuous shock wave front along the respective characteris-
tics in the hyperbolic region, as should be the case, according to Hörmander’s
theorem about propagation of the singularities along the characteristic cone,
see [10], Section 24.2 and 24.5. Together with the effect of the "jump" change
of type, this singular wave front is then smoothed out in the parabolic region.

In Figure 4, the sequence is reversed: first, the equation is parabolic, then,
with a jump, it becomes hyperbolic. The solution is again discontinuous at
\((1, 0)\), but now this is an isolated singularity, due to the smoothing effect in
the parabolic region. On the contrary, the discontinuity in the moment of type
change causes a shock-wave front on the hyperbolic side at this moment. If the
discontinuity were isolated, then, according to Hörmander’s theorem, it would
Figure 3: The solution of PDE changing from hyperbolic to parabolic equation. Here all colour maps appear as grey-scale.
Figure 4: The solution of PDE changing from parabolic to hyperbolic equation. Here all colour maps appear as grey-scale.
have propagated in the hyperbolic region with time, but since it happens simultaneously on a whole interval in the space variable \(x\), the resulting enveloping wave front is continuous (with modified amplitude).

These two instances of PDEs of mixed type are fairly elementary, yet they provide sufficient evidence that 3D and colour-map scientific visualization, in combination with some knowledge of the theory of PDEs and associated numerical methods, can be a basis of very useful graphical analysis and interpretation of the numerical results of the simulations in ODE-based test beds of dynamical systems even before they are upgraded with a PDE-based model. Such would be the case, in particular, with the ODE-based simulator BedSim of LKAB (see [6], [2]), the analysis of the numerical output of which was in the root of the study conducted in [2], [3], [4], and this paper.

5. Concluding Remarks

Part of the material of this paper has been announced in Section 4 of the unpublished preprint [1].

It should be noted that there are mathematically and physically meaningful boundary-value problems for strictly hyperbolic PDEs, as well as for degenerating and mixed-type PDEs with non-void hyperbolic regions, when Hörmander’s theory is not valid and the singularities do not propagate along the characteristic cone. For model examples, see, e.g., the theory of the singular solutions of the so-called Protter problem ([12], [8], [13], [9], [5]), where the singularity remains isolated at the vertex of the characteristic cone, and does not propagate along the characteristics. Some of the references cited contain also useful scientific visualization supporting the theoretical derivations.

Of great interest is the visualization of the error distribution for iterative methods of approximate solution of non-linear ODEs and PDEs.
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