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\textbf{Abstract:}  We propose a solver for 1-D strictly elliptic linear PDE’s with non-constant coefficients of the form $\Delta U - b(x)U = f(x)$. We combine a sparse multiplication algorithm with a diagonally preconditioned conjugate gradient (CG) method. We use sparse data structures to take advantage of the $O(N_s)$ complexity of the algorithm, where $N_s$ is the number of significant coefficients (i.e. above a certain threshold) required for a given accuracy.

We show that the usage of a sparse multiplication in wavelet space rather than in the original physical space can speed up the performance of the sparse solver by a factor of 20. We present an algorithm and numerical results for an adaptive multiplication scheme that can rapidly solve the equation above. We explore, in detail, how the accuracy of the wavelet-based multiplication is affected by different input parameters for the algorithm. We integrated a sparse multiplication into the PDE solver. The relation between the performance of the solver and the parameters of the wavelet based sparse multiplication is also studied. This integration allowed us to extend the fast adaptive algorithms to achieve numerical solutions of linear non-constant coefficient differential equations. One-dimensional numerical examples for using stand alone sparse multiplication and for the differential equations solver are presented. This work, which is based on [1], extends it.
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1. Introduction

Generating a “good” discrete representation for continuous operators is one of the basic problems in numerical solution of differential and integral equations. Classical methods for discretization lead to a dense representation for most operators. An important step towards efficient computation is to construct sparse representations of common operators and fast algorithms for using them.

Numerical algorithms using wavelet bases are similar to other transform methods, where vectors and operators are projected on a basis and then the computations take place in the new system of coordinates. This approach has an advantage if in the new system of coordinates the computation is faster than in the original coordinates.

Wavelet-based calculations have a good localization of significant wavelet coefficients both in space and wavelet domains. Thus, a sparse wavelet representation may be generated for certain classes of functions if, additionally, one allows for automatic adaptivity by using thresholding. The result of this approach is that only a few coefficients are needed to describe a smooth section of the right hand side (the forcing function) while more coefficients are needed for sharp transitions and points of singularity. This is a result of the vanishing moments property of high order wavelets.

Furthermore, widespread classes of operators in wavelet bases (for example, differential and pseudo differential operators) are reduced to a sparse form. They can be translated to fast schemes for solving numerical problems (see [1, 2, 3, 7, 9]) as will be explained below.

We consider efficient discretization and solution of differential equations with non-oscillatory behavior that has possibly localized regions with irregular structures. Similar to other discretization schemes for the solution of PDEs, in wavelet schemes we have to solve a system of linear equations in the wavelet coordinate basis. Conjugate gradient method is one of the most efficient methods to solve such a system, but the convergence rate of this method may be too slow unless the condition number of the matrix (which represents the system) is small enough. Therefore, efficient implementation of the conjugate gradient method requires a use of some preconditioner. In general, application of a precondi-
tioner to the above-mentioned matrix can be expensive. In [1, 2, 3], a diagonal preconditioner was presented (for matrices generated by wavelet-transform of differential operators) which renders the condition number to $O(1)$ and which can be applied to the matrix with low cost. Therefore, by using this preconditioned conjugate gradient method, only a constant number of steps is needed to obtain a solution with a prescribed accuracy.

The works [1, 2, 3, 9] present an efficient approach for solving PDEs with constant coefficients. Other works, such as [11], analyzed wavelet methods (for example convergence rates, approximation errors etc.) from a more theoretical point of view.

Let
\begin{equation}
\frac{d^2 U}{dx^2} - b(x)U = f(x).
\end{equation}
After the application of wavelet based functions with sufficient number of vanishing moments on the right hand side of equation (1.1), we may get a sparse representation of smooth areas. Let $N_s$ be the number of significant coefficients remaining after thresholding. $N_s$ can be much lower than $N$, where $N$ is the number of data points on the grid. In these cases, only $N_s$ coefficients should be updated, resulting in a $O(N_s)$ algorithm. The proposed algorithms will have better performance as long as we have $N_s \ll N$. In equations such as equation (1.1) it is insufficient to achieve better performance by having a sparse representation for the solution $U$, the right-hand side of the equation and the differential operator. Since the multiplication $b(x)U$, which is being done in “real” (physical) space, can significantly increases the run time if it performed as dense multiplication. Scheme for sparse multiplication in wavelet space was described in [1, 9]. We extended this scheme, integrated differential equation solver and show how the usage of masks on the high pass channel of the wavelet multiscale decomposition (called s-masks) can help in speeding up the solution.

In this work, we show that the usage of sparse multiplication in the wavelet space rather than in its original physical space can speed up the computation by a factor of 20 over a regular solver. Therefore, we present an algorithm and numerical results for adaptive multiplication scheme that can solve equation (1.1) fast. We explore how the dependency of the accuracy of the wavelet-based multiplication is affected by different input parameters of the algorithm. We extend and integrate sparse multiplication into a PDE solver. The relation between the performance of the solver and the parameters to the wavelet based sparse multiplication is studied. This integration allows us to extend the above fast adaptive algorithms to numerical solution of linear non-constant coefficients
differential equations.

The paper has the following structure: In Section 2.4, we present the theory of evaluation of functions in wavelet basis. We describe there the adaptive multiplication algorithm and analyze its accuracy. In Section 3, we describe an adaptive PDE solver and analyze how the adaptive multiplication affects the accuracy and the run-rime of the proposed solver.

2. Adaptive Multiplication

2.1. Introduction to Wavelet Analysis

In this section, we review the relevant material associated with wavelet basis expansions of functions and operators. Much of this material appeared in a number of publications, see e.g. [14, 16, 17] for more details. We consider a multiresolution analysis (MRA) of $L^2(\mathbb{R})$ as

$$
\ldots \subset V_2 \subset V_1 \subset V_0 \subset V_{-1} \subset V_{-2} \subset \ldots .
$$

We define an associated sequence of subspaces $W_j$ as the orthogonal complements of $W_j$ in $V_{j-i}$

$$
V_{j-1} = V_j \oplus W_j.
$$

Repeatedly using (2.2) shows that subspace $V_j$ can be rewritten as the direct sum

$$
V_j = \bigoplus_{j' > j} W_{j'}.
$$

We denote by $\varphi(\cdot)$ the scaling function and by $\psi(\cdot)$ the wavelet function. The family of functions $\{\varphi_{j,k}(x) = 2^{-j/2}\varphi(2^{-j}x-k)\}_{k \in \mathbb{Z}}$ forms an orthonormal basis of $V_j$ and the family of functions $\{\psi_{j,k}(x) = 2^{-j/2}\psi(2^{-j}x-k)\}_{k \in \mathbb{Z}}$, forms an orthonormal basis of $W_j$. The function $\varphi$ may be expressed as a linear combination of the basis functions of $V_{-1}$,

$$
\varphi(x) = \sqrt{2} \sum_{k=1}^{L_f} h_k \varphi(2x - k).
$$

Similarly, we have

$$
\psi(x) = \sqrt{2} \sum_{k=0}^{L_f-1} g_k \psi(2x - k).
$$

The coefficients $H = \{h_k\}_{k=0}^{L_f-1}$ and $G = \{g_k\}_{k=0}^{L_f-1}$ are the quadrature mirror
filters (QMF’s) of length $L_f$.

For numerical purposes, we define the ‘finest’ scale $j = 0$, and the ‘coarsest’ scale $j = J$, such that the infinite chain (2.1) is restricted to

$$V_J \subset V_{J-1} \subset \ldots \subset V_0,$$

(2.6)

where the subspace $V_0$ is finite dimensional. Specifying the QMF’s $H$ and $G$ in numerical experiments defines the properties of the wavelet basis. We will also consider a periodized version of the multiresolution analysis that is obtained if we consider periodic functions. Such functions then have projections on $V_0$ which are periodic of period $N = 2^n$, where $N$ is the dimension of $V_0$. With a slight abuse of notation we will denote these periodized subspaces also by $V_j$ and $V_j$. We can then view the space $V_0$ as consisting of $2^n$ ‘samples’ or lattice points and each space $V_j$ and $W_j$ as consisting of $2^{n-j}$ lattice points, for $j = 1, 2, \ldots, J \leq n$.

2.2. Representation of Functions in Wavelet Basis

The projection of a function $f(x)$ onto subspace $V_j$ is given by

$$(P_j f)(x) = \sum_{k \in \mathbb{Z}} s^j_k \varphi_{j,k}(x),$$

(2.7)

where $P_j$ denotes the projection operator onto the subspace $V_j$. The set of coefficients $\{s^j_k\}_{k \in \mathbb{Z}}$, which we refer to as ‘averages’, is computed via the inner product

$$s^j_k = \int_{-\infty}^{+\infty} f(x) \varphi_{j,k}(x) dx.$$  

(2.8)

Alternatively, it follows from (2.3) and (2.1) that we can also write $(P_j f)(x)$ as a sum of projections of $f(x)$ onto subspaces $W_{j'}$, $j' > j$

$$(P_j f)(x) = \sum_{j' > j} \sum_{k \in \mathbb{Z}} d^j_{k'} \psi_{j',k}(x),$$

(2.9)

where the set of coefficients $\{d^j_{k'}\}_{k \in \mathbb{Z}}$, which we refer to as ‘differences’, is computed via the inner product

$$d^j_{k'} = \int_{-\infty}^{+\infty} f(x) \psi_{j',k}(x) dx.$$  

(2.10)

The projection of a function onto a subspace $W_j$ is denoted $Q_j f(x)$, where $Q_j = P_{j-1} - P_j$. Since we compute a ‘periodized’ MRA, on each subspace $V_j$
and \( W_j \) the coefficients of the projection satisfy
\[
s_j^k = s_{k+2^n-j}, \quad d_j^k = d_{k+2^n-j}
\] (2.11)
for each \( j = 1, 2, \ldots, J \) and \( k \in \mathbb{F}_{2^n-j} = \mathbb{Z}/2^n-j \mathbb{Z} \), where \( \mathbb{F}_{2^n-j} \) is the finite field of \( 2^{n-j} \) integers, e.g. the set \( \{0, 1, \ldots, 2^{n-j} - 1\} \).

In our numerical algorithms, the expansion into wavelet basis is given by sum of successive projection on subspaces \( W_j, j = 1, 2, \ldots, J \), and a final 'coarse' scale projection on \( V_j \),
\[
(P_0f)(x) = \sum_{j=1}^{J} \sum_{k \in \mathbb{F}_{2^n-j}} d_j^k \psi_{j,k}(x) + \sum_{k \in \mathbb{F}_{2^n-j}} s_J^k \varphi_{J,k}(x).
\] (2.12)

2.3. Evaluation of Functions in Wavelet Bases

This section describes a method for pointwise product evaluation of functions represented in wavelet bases. More generally, these results can be used to compute functions \( f(u) \), where \( f \) is an analytic function and \( u \) is expanded in a wavelet basis. Since pointwise multiplication is a diagonal operator in the 'physical' space, computation of the pointwise product in any other domain appears to be less efficient. A successful and efficient algorithm should at some point compute \( f(u) \) in the physical space using values of \( u \) and not its expansion. Here are several observations regarding the calculation of \( f(u) \), where \( u \) is expanded in an arbitrary basis \( u(x) = \sum_{i=0}^{N} u_i b_i(x) \), where \( u_i \) are the coefficients and \( b_i(x) \) are the basis functions. In general, we have \( f(u(x)) \neq \sum_{i=1}^{N} f(u_i) b_i(x) \).

For example, if \( u(x) \) is expanded in its Fourier series, clearly the Fourier coefficients of the function \( f(u) \) do not correspond to the function of the Fourier coefficients. This led to the development of pseudo-spectral algorithms for numerical solutions of partial differential equations. In order to explain the algorithm that computes \( f(u) \) in the wavelet system of coordinates, we begin with the assumption that \( u \) and \( f(u) \) are both elements of \( V_0 \), i.e. \( u, f(u) \in V_0 \). Then,
\[
u(x) = \sum_k s_k^0 \varphi(x - k),
\] (2.13)
where \( s_k^0 \) are the coefficients which are defined by
\[
s_k^0 = \int_{-\infty}^{\infty} u(x) \varphi(x - k) dx.
\] (2.14)
Let us assume that the scaling function is interpolating, so that
\[ s^0_k = u(k). \]  
(2.15)

Since \( u, f(u) \in V_0 \) we obtain
\[ f(u) = \sum_k f(s^0_k) \varphi(x - k). \]  
(2.16)

In Section 2.4 we describe an adaptive algorithm for computing the pointwise multiplication of the function \( f(u) = u^2 \). In this algorithm, we split \( f(u) \) into projections on different subspaces. Then, we consider ‘pieces’ of the wavelet expansion of \( u \) in finer subspaces, where we calculate the contributions to \( f(u) \) using an approximation to (2.16). This is a direct comparison with the calculation of \( f(u) \) in a basis, where the entire expansion must first be projected into a ‘physical’ space, where \( f(u) \) is then computed, e.g. using pseudo-spectral methods.

### 2.4. Adaptive Algorithm for Calculation of \( u^2 \)

Since the product of two functions can be expressed as a difference of squares, it is sufficient to present an algorithm that evaluates \( u^2 \). The algorithm we used is a modification of the algorithm which was described in [9]. In order to compute \( u^2 \) in a wavelet basis, we first recall that the projections of \( u \) on the subspaces \( V_j \) and \( W_j \) are given by \( P_j(u) \in V_j \) and \( Q_j(u) \in W_j \) for \( j = 0, 1, 2, \ldots, J \leq n \), respectively, where \( J \) is the last level (scale) from, where the coefficients will be taken to be used in the wavelet multiplication. Let \( j_f, 1 \leq j_f \leq J, \) be the finest scale having significant wavelet coefficients that are greater than \( \varepsilon \). This produces an \( \varepsilon \)-accurate approximation of \( u \). Therefore, from equation (2.12), the projection of \( u \) can be expressed as \( (P_0 u)(x) \approx \sum_j \sum_{j \neq j_f} \{ k : |d^j_k| > \varepsilon \} d^j_k \psi_{j,k}(x) + \sum_{0 \leq k < 2^n - J} s^j_k \varphi_{j,k}(x). \)

Let us consider the case, where \( u \) and \( u^2 \in V_0 \), so that we can expand \( (P_0 u)^2 \) in a “telescopic” series:
\[ (P_0 u)^2 - (P_j u)^2 \approx \sum_{j = j_f}^J (P_{j-1} u)^2 - (P_j u)^2. \]  
(2.17)
Decoupling scale interactions in (2.17) using $P_{j-1} = Q_j + P_j$, we arrive at

$$(P_0 u)^2 \approx (P_J u)^2 + \sum_{j=j_f}^J 2 (P_j u)(Q_j u) + (Q_j u)^2. \quad (2.18)$$

Since the scaling function is interpolating and $u, u^2 \in V_0$ then $(P_0 u)^2$ is actually $(P_0 u^2)$.

**Remark.** Equation (2.18) is written with terms from a finite number of scales. If $j \in \mathbb{Z}$, then (2.18) can be rewritten as

$$u^2 \approx \sum_{j \in \mathbb{Z}} 2 (P_j u)(Q_j u) + (Q_j u)^2. \quad (2.19)$$

Evaluation of (2.18) requires to compute $(Q_j u)^2$ and $(Q_j u)(P_j u)$, where $Q_j u$ and $P_j u$ are elements of the subspaces on the same scale and, thus, have basis functions with the same support size. In addition, we need to compute $(Q_J u)^2$ which involves only the coarsest scale and therefore it is not computationally expensive. The difficulty in evaluating (2.18) lies in the fact that the terms $(Q_j u)^2$ and $(Q_j u)(P_j u)$ do not necessarily belong to the same subspace as the multiplicands. However, since

$$V_j \oplus W_j = V_{j-1} \subset V_{j-2} \subset \ldots \subset V_{j-j_0} \subset \ldots \quad (2.20)$$

we may think of both $P_j u \in V_j$ and $Q_j u \in W_j$ as elements of a finer subspace, which is denoted by $V_{j-j_0}$ for some $j_0 \geq 1$.

The coefficients $s_{j_0}^{-j_0}$ of the projection of $u$ on $V_{j-j_0}$ are given by:

$$s_{j_0}^{-j_0} = 2^{j_0/2} \int_{-\infty}^{\infty} u(x) \phi(2^{j_0} x - k) dx. \quad (2.21)$$

We compute $Q_j u$ and $P_j u$ in $V_{j-j_0}$ using wavelet reconstruction. On $V_{j-j_0}$, we can calculate the contribution to (2.18) using (2.21).

It is important that in order to apply (2.21) we may always choose $j_0$ in such a way that, to within a given accuracy $\varepsilon$, $(Q_j u)^2$ and $(Q_j u)(P_j u)$ belong to $V_{j-j_0}$ (see the proof in [9]). In practice, $j_0$ must be small in order to get fast computations. In our numerical experiments $j_0$ was 2, 3 and it is also possible to use even $j_0 = 1$.

To describe the algorithm which computes the pointwise product, let us denote by $R^{j_0}_j(\cdot)$ the operator to reconstruct (represent) a vector on subspace $V_j$ or $W_j$ in the subspace $V_{j-j_0}$. In the subspace $V_{j-j_0}$, we can then use the coefficients of $R^{j_0}_j(P_j u)$ and $R^{j_0}_j(Q_j u)$ to calculate the contribution to the product (2.18) using ordinary multiplication as in (2.21). To this end, the
where \( P_{j \rightarrow j_0}(u^2) = 2(\mathcal{R}_{j_0}^j(P_j u))(\mathcal{R}_{j_0}^j(Q_j u)) + (\mathcal{R}_{j_0}^j(Q_j u))^2 \),

(2.22)

where \( P_j(f(u)) \) is the contribution to \( f(u) \) on the subspace \( V_j \). On the final coarsest scale \( J \), we compute:

\[
P_{J \rightarrow J_0}(u^2) = (\mathcal{R}_{J_0}^J(P_J u))^2 + 2(\mathcal{R}_{J_0}^J(P_J u))(\mathcal{R}_{J_0}^J(Q_J u)) + (\mathcal{R}_{J_0}^J(Q_J u))^2.
\]

(2.23)

**Notation:**

- \( u \) - input vector;
- \( u^2 \) - output: calculation of the pointwise multiplication \( u \cdot u \);
- \( h \) and \( g \) - low and high pass filters (see equations 2.4 and 2.5, resp.);
- \( wr_x \) - wavelet representation of the vector \( x \);
- \( wr_x, P_j \) - projection of the vector \( x \) on the subspace \( V_j \);
- \( wr_x, Q_j \) - projection of the vector \( x \) on the subspace \( W_j \);
- \( P_{1,2,3Temp_j} \) - temporary variables that hold the projections on the subspace \( V_j \);
- \( \rightarrow \) - reconstruction operation for one level;
- \( \downarrow \) - decomposition operation for one level.

**A Flow Description of the Implementation of the Algorithm:**

1. A given vector \( u \rightarrow wr_u \) is decomposed (wavelet representation of \( u \)).
2. Begin at level \( j_f \) (\( j = j_f, \ldots, J \)).
   (a) \( wr_u \cdot P_j \rightarrow P_{1Temp_j-1} \): reconstruction with the \( h \) filter \( (V_j \rightarrow V_{j-1}) \).
   (b) \( wr_u \cdot Q_j \rightarrow P_{2Temp_j-1} \): reconstruction with the \( g \) filter \( (W_j \rightarrow V_{j-1}) \).
   (c) Repeat for \( j_0 - 1 \) times: \( k = 1 \ldots j_0 - 1 \).
      i. \( P_{1Temp_j-k} \rightarrow P_{1Temp_{j-k-1}} \) reconstruction with the \( h \) filter \( (V_{j-k} \rightarrow V_{j-k-1}) \)
      ii. \( P_{2Temp_j-k} \rightarrow P_{2Temp_{j-k-1}} \) reconstruction with the \( h \) filter \( (V_{j-k} \rightarrow V_{j-k-1}) \)
   (d) The obtained \( P_{1Temp_j-j_0} \) and \( P_{2Temp_j-j_0} \) are \( \mathcal{R}_{j_0}^j(P_j) \) and \( \mathcal{R}_{j_0}^j(Q_j) \), respectively, and \( P_{3Temp_j-j_0} \) is \( P_{j \rightarrow J_0}(P_J) \) from equation (2.22) (or (2.23)).

Therefore, we calculate i. (if \( j = J \)) or ii. (if \( j \neq J \)):

i. \( P_{3Temp} = 2 \cdot (P_{1Temp_j-j_0} \cdot P_{2Temp_j-j_0}) + (P_{2Temp_j-j_0})^2 \) from equation (2.22)
ii. \( P_{3Temp} = 2 \cdot (P_{1Temp_j-j_0} \cdot P_{2Temp_j-j_0}) + (P_{2Temp})^2 + (P_{1Temp_j-j_0})^2 \) from equation (2.23).
(e) Repeat for \( j_0 - 1 \) times: \( k = j_0 - 1 \):

i. \( P_3\text{Temp}_{j-k} \xrightarrow{d} P_3\text{Temp}_{j-k+1} \) decomposition with the \( h \) filter 
\( (V_{j-k} \xrightarrow{d} V_{j-k+1}) \).

(f) Calculate \( Q_j \) and \( P_j \) of \( wru^2 \) by:

i. \( P_3\text{Temp}_{j-1} \xrightarrow{d} wru^2.P_j \) (unscaled) decomposition with the \( h \) filter 
\( (V_{j-1} \rightarrow V_j) \).

ii. \( P_3\text{Temp}_{j-1} \xrightarrow{d} wru^2.Q_j \) (unscaled) decomposition with the \( g \) filter 
\( (V_{j-1} \xrightarrow{d} W_j) \).

3. Recalculate \( wru^2.Q_j \) and \( wru^2.P_j \) from the unscaled \( wru^2.P_j \) and \( wru^2.Q_j \) using a similar process as was done at the end of the “application of the non-standard form” from \( wru^2.P_j \) and \( wru^2.Q_j \).

A specific example, which demonstrates all the steps that were involved in the application of the sparse multiplication algorithm with the parameters \( j_f = 6, j_0 = 3 \) and \( J = 8 \), is shown in Figure 1. Gray areas indicate the existence of significant coefficients. At the left side of the figure we see the wavelet representation \( wru \) of the algorithm’s input vector \( u \). The numbers 1 to 9 are the scales of the decomposition. The red arrows point to successive applications of steps 2.A and then \( j_0 - 1 \) applications of step 2.C.I. \( R(j)_{j_0}(Pju) \) is calculated from \( wru.P \). The results are stored in \( P_i\text{Temp}_{j} \). Similarly, the blue arrows point to successive applications of steps 2.B and then \( j_0 - 1 \) applications of step 2.C.Ii. \( R(j)_{j_0}(Pju) \) is calculated from \( wru.Q \). The results are stored in \( P_i\text{Temp}_{j} \) (while \( j_f \leq j \leq J \)). Afterwards, steps 2.D.i and 2.D.ii calculate \( P_{j-j_0}(u^2) \) by applying equations 2.22 and 2.23. The results are stored in \( P_i\text{Temp}_{j} \). The \( wru^2.Unscaled \) is calculated from \( P_3\text{Temp} \) through steps 2.E, 2.F.I and 2.F.Ii. In the current context, “unscaled” means the following: steps 2.E and 2.F calculate the coefficients of the projections \( u^2 \) on all subspaces \( V_j \) and \( W_j \) (\( j_f \leq j \leq J \)), but the results should be stored as coefficients of the projections on \( V_j \) (\( j_f \leq j \leq J \)) and \( W_j \). Therefore, we should recompute the coefficients of the projection on “unnecessary” \( W_j \) (\( j_f \leq j \leq J - 1 \)) through projections on \( V_j \) and \( W_j \) (\( j_f + 1 \leq j \leq J \)). Step 3 performs this calculation to construct \( wru^2 \).

In the original algorithm (see [7]), the sparse multiplication began from some initial level (denoted by \( j_f \)). In this approach, the computation began at a level lower than 1. This means, that some initial finer level in the decomposition was ignored. Therefore, the accuracy of the algorithm was degraded. But taking into account the finer levels means degradation in the performance of
the algorithm. The finer levels have substantial influence on the performance and on the accuracy. In this implementation, we cannot reconstruct more than one level if we start from scale 1. In our proposed solution, we consider all scales while starting at $j_f = 1$.

We propose a constructive solution for the above performance and accuracy problems while allowing all the levels to participate in the computation. In order to overcome the problem of not being able to reconstruct more than one level, we choose a different $j_0$ for different values of $j$ ($j$ is the current level in the algorithm). In steps 2.C.I and 2.C.Ii of the algorithm, we reconstruct...
up to the finest level if \( j < j_0 \). For example, let assume that there are 7 levels in the wavelet representation of \( u \), denoted as \( wr_u \). The parameter \( j_0 \) is set to 2. Thus, we do not apply step 2.C.I and 2.C.Ii in level \( j = 1 \) at all. In level \( j = 2 \) we apply steps 2.C.I and 2.C.Ii once. For all other levels \( j = 3, \ldots, 7 \), we apply steps 2.C.I and 2.C.Ii exactly \( j_0 \) times. Sparse multiplication enables to overcome the problem that processing the first level decreases the performance of a stand-alone multiplication. Masking of the \( s \) and \( d \) coefficients (as described in Section 3.1 and in [1].) speeds-up the computation even if the finer level is processed. Masking allows us to update only the coefficients that have substantial influence on the right hand side of the differential equation.

2.5. Numerical Results

We analyze here the efficiency and accuracy of the proposed adaptive multiplication \( u \cdot u \), where \( u \) is a vector of \( 2^{14} = 16384 \) points, that is generated by:

\[
i = 0, \ldots, N - 1, \quad x = -0.5 + i/(N - 1),
\]

\[
u[i] = x \cdot e^{-256.0 \cdot x^2} + 20.0 \cdot (0.2 + x) \cdot e^{-32000.0 \cdot (0.2 + x)^2}.
\]

\( u \) and \( u^2 \) are given in Figure 2.

The dependency of the accuracy of the multiplication algorithm on different parameters is explained next. Actually, there are four numerical parameters that affect the algorithm’s accuracy: \( N \) is the number of points and \( \log_2 N \) is the number of levels in the wavelet decomposition of \( u \), \( j_0 \) is the number of levels in the partial reconstruction before the application of the real multiplication, \( j_f \) is the starting level for the multiplication, and \( J \) is the final level of the multiplication \( J \leq \log_2 N \). If \( J < \log_2 N \) then before the application of the algorithm we perform a partial reconstruction of \( wr_u \), which is the wavelet representation of \( u \). Therefore, the final level of \( wr_u \) will be \( J \). In Figure 3, we can see the dependency of the sparse multiplication accuracy on \( j_0 \). We can see that even for \( j_0 \) such as 2 and 3 we get satisfactory accuracy.

This feature of the algorithm is extremely important. Recall that we are using a partial reconstruction because we have to compute \((Q_j u)^2 + (Q_j u)(P_j u)\) (see equation (2.18)). The problem is that the terms do not necessarily belong to the same subspace as the multiplicands, therefore, we use a partial reconstruction to transform the multiplicands to the same subspace and to use pointwise multiplication. Therefore, we can expect that after some specific \( j_0 \), the achieved accuracy should fit our threshold (see [9]). But the fact that \( j_0 \) is
Figure 2: Up: The vector $u$ that is being used as an input for the multiplication program. Down: Exact result for $u^2$

Figure 3: Dependency of the sparse multiplication the accuracy on $j_0$

relatively small allows us to apply this algorithm while we begin from the first scale. This provides us with an option to choose a more accurate but still a fast
Figure 4: Dependency of the sparse multiplication accuracy on $j_f$ and $J$. Up: $j_0 = 1$. Down: $j_0 = 4$

solution scheme for the differential equation.

Figure 4 shows how the accuracy is affected by $j_f$ and $J$.

For low levels of $J$ ($J \leq 7$) the accuracy is almost not affected by $j_f$. This happens because for small $J$ we are still close to physical space and the
“differences” in the lower levels are insignificant to approximate \( u \). Therefore, we can just use the last level of the wavelet decomposition of \( u \) and still have a good accuracy.

This dependency of the accuracy on the parameters means that we can use relatively small \( j_f \) and \( J \) to be either 4 or 5 or 6. If we choose \( j_0 = 2 \) we obtain a satisfactory accuracy. We can also expect good speed-up in the differential equation solver. This is demonstrated in Section 3.

3. Differential Equations Solver

3.1. Outline of the 1-D PDE Solver

In this section, we describe a method for the solution of elliptic PDEs using wavelet basis. This is a fast adaptive method for solving certain elliptic equations with periodic boundary conditions. Let us consider the partial differential equation

\[
\mathcal{L} u = f, \quad x \in D \subset \mathbb{R}^d, \tag{3.1}
\]

with the boundary condition \( \mathcal{B} u |_{\partial D} = g \), where \( \mathcal{L} \) is an elliptic operator, \( \mathcal{L} u = - \sum_{i,j=1,...,d} (a_{ij}(x) u_{x_i})_{x_j} + b(x) u \), and \( \mathcal{B} \) is the boundary operator, \( \mathcal{B} u = \alpha u + \beta \frac{\partial u}{\partial N} \). We generate a function \( f_{\text{ext}} \), which is a smooth extension of \( f \), outside the domain \( D \), such that \( f_{\text{ext}} \) is compactly supported in a rectangular box \( B, D \subset B \subset \mathbb{R}^d \), and \( f = f_{\text{ext}} \) for \( x \in D \). We want to devise an adaptive efficient method to solve

\[
\mathcal{L} u = f_{\text{ext}}, \quad x \in B, \tag{3.2}
\]

with periodic boundary conditions. Let us illustrate for simplicity the solution strategy on Poisson’s equation

\[
\Delta u = f, \quad x \in B, \tag{3.3}
\]

with periodic boundary conditions, where (with a slight abuse of notation) we used \( f \) instead of \( f_{\text{ext}} \) to denote the source term. The source term \( f \) may have discontinuities in the domain \( B \). 1-D results for the adaptive solution for the case \( d = 1 \) were reported in [1, 2, 3, 9].

Let us consider the projection \( L_0 \) of the periodized operator \( \Delta \) on \( \mathcal{V}_0 \), the finest scale under consideration, \( L_0 = P_0 \Delta P_0 \) and \( L_s \) and \( L_{ns} \) are its standard (s-form) and non-standard (ns-form) forms (representations) of the operator \( \mathcal{L} \) in the wavelet basis, respectively. The s- and ns-forms are well described in [1, 7].
One of the difficulties in solving (3.2) stems from the inherently large condition number of the linear system resulting from the discretization of (3.2). As it was shown in [1, 8, 6], using a diagonal preconditioner in the wavelet system of coordinates yields a linear system with the condition number typically less than 10, independently of its size. Let $\mathcal{P}$ denote such a diagonal preconditioner.

In [6], the s-form is used to solve the two-point boundary value problem. Alternatively, we may use the ns-form. Some care is required at this point since the preconditioned ns-form is dense unlike the s-form, which remains sparse. Thus, in the process of solving the linear system, it is necessary to apply the preconditioner and the ns-form sequentially in order to maintain sparsity. The ns-form is preferable in multiple dimensions since, for example, differential operators require $O(1)$ elements for representation on all scales (see e.g. [8]).

We develop a constrained preconditioned CG algorithm for solving (3.2) in an adaptive manner (see [1]). Both the s-form and the ns-form may be used for this purpose but it appears that using the ns-form is more efficient especially if compactly supported wavelets are used and high accuracy is required.

Let us consider (3.2) in the wavelet system of coordinates

$$L_{ns} u_w = f_w,$$

(3.4)

where $f_w$ and $u_w$ are representations of $f$ and $u$ in the wavelet system of coordinates. This equation should be understood to include the rules for applying the ns-form (see [7]).

Let us rewrite (3.4) using the preconditioner $\mathcal{P}$ as

$$\mathcal{P} L_{ns} \mathcal{P} v = \mathcal{P} f_w,$$

(3.5)

where $\mathcal{P} v = u$. For example, for the second derivative the preconditioner $\mathcal{P}$ is as follows:

$$\mathcal{P}_{il} = \delta_{il} 2^j,$$

(3.6)

where $1 \leq j \leq n$ is chosen depending on $i, l$, so that $n - n/2^{j-1} + 1 \leq i, l \leq n - n/2^j$, and $\mathcal{P}_{nn} = 2^n$.

The periodized operator $\Delta$ has the null space of dimension one which contains constants. If we use the full decomposition (over all $n$ scales) in the construction of the ns-form then the null space coincides with the subspace $\mathbf{V}_n$ which in this case has dimension one (see [6]). This allows us to solve (3.5) on the range of the operator $\bigoplus_{1 \leq j \leq n} \mathbf{W}_j$ where the linear system (3.5) is well conditioned.
3.1.1. The Solution Strategy

Let us represent the source term \( f \) and the solution \( u \) in (3.3) in the wavelet basis,

\[
f(x) = \sum_{j \leq n} \sum_{k} \sum_{\sigma} f^\sigma_{j,k} \psi^\sigma_{j,k}(x) + \sum_{k} s^f_{n,k} \varphi_{n,k}(x),
\]

\[
u(x) = \sum_{j \leq n} \sum_{k} \sum_{\sigma} u^\sigma_{j,k} \psi^\sigma_{j,k}(x) + \sum_{k} s^u_{n,k} \varphi_{n,k}(x),
\]

where

\[
f^\sigma_{j,k} = \langle f, \psi^\sigma_{j,k} \rangle, \quad u^\sigma_{j,k} = \langle u, \psi^\sigma_{j,k} \rangle, \quad s^f_{n,k} = \langle f, \varphi_{n,k} \rangle \quad \text{and} \quad s^u_{n,k} = \langle u, \varphi_{n,k} \rangle.
\]

We now define the \( \epsilon \)-accuracy subspace for \( f \) to be the subspace on which \( f \) may be represented with accuracy \( \epsilon \), namely,

\[
M^\epsilon_{r.H.S} = V_n \bigcup \{\text{span}\{\psi^\sigma_{j,k}\} | (j,k,\sigma) : |f^\sigma_{j,k}| > \epsilon\},
\]

and observe that the \( \epsilon \)-accuracy subspace for the solution

\[
M^\epsilon_{sol} = V_n \bigcup \{\text{span}\{\psi^\sigma_{j,k}\} | (j,k,\sigma) : |u^\sigma_{j,k}| > \epsilon\}
\]

may be estimated given \( M^\epsilon_{r.H.S} \).

The \( \epsilon \)-accuracy subspace for \( f \) in the wavelet multiresolution expansion, which is the indices of the wavelet coefficients above the threshold \( \epsilon \), are called masks and denoted by \( M^\epsilon \).

There are three main features in our approach to solve (3.3):

1. **Estimation of the \( \epsilon \)-Accuracy Subspace for the Solution.** Our first step is to explicitly estimate the subspace \( M^\epsilon_{sol} \) given \( M^\epsilon_{r.H.S} \). For elliptic operators the dimension of \( M^\epsilon_{sol} \) is proportional to that of \( M^\epsilon_{r.H.S} \).

2. **Preconditioning of the Operator.** A simple diagonal preconditioner is available for periodized differential operators in wavelet bases [8, 6] which yields a condition number that is of \( O(1) \). We will show in Section 3.3 how to construct simple preconditioner in wavelet bases for more general operators.

3. **Constrained Iterative Solver.** We use preconditioned conjugate gradient (CG) method which we constrain to the subspace estimated at Step 1, e.g. \( M_{\lambda,\mu} \) (this subspace is described in 3.13). The CG method requires only a constant number of iterations due to preconditioning at Step 2, whereas the cost of each iteration is proportional to the dimension of \( M^\epsilon_{sol} \) provided we succeed to limit the number of operations required for the application of the operator (matrix) in the CG method (see below).

Steps 1-3 constitute an adaptive algorithm for solving Poisson’s equation.
The general flow of the algorithm is:

**Initialization**

\[ R \leftarrow f. \]

**Main loop**

\[ M^\varepsilon_{r,H,S} = \text{big coefficients (above threshold } \varepsilon) \text{ of } R \]

**Solve loop**

\[ \Delta u = R \text{ on } M^\varepsilon_{r,H,S} \]

\[ R \leftarrow R - \Delta u \]

The **solve loop** contains two computations:

1. PCG is applied to \( P \Delta P^T u \), where \( P \) is a preconditioner.
2. The \( P \) and \( P^T u \) are applied on the standard form while \( \Delta \) is described by the non-standard form.

**Proposition 3.1.** (see [1]) Let

\[
 u(x) = \sum_j \sum_k \sum_\sigma u^\sigma_{j,k} \psi^\sigma_{j,k}(x) + \text{constant} \tag{3.12}
\]

be the solution of

\[
 \Delta u = \psi^\sigma_{j',k'} \quad x \in B, \tag{3.13}
\]

with periodic boundary conditions. For any \( \varepsilon > 0 \) there exist \( \lambda > 0 \) and \( \mu > 0 \) such that all indices \((j,k,\sigma)\) corresponding to the significant coefficients of the solution, \(|u^\sigma_{j,k}| \geq \varepsilon\), satisfy \(|k-k'| \leq \lambda\) and \(|j-j'| \leq \mu\).

The size of \( \mu > 0 \) and \( \lambda > 0 \) depends on the particular choice of basis and, of course, on \( \varepsilon \). Given \( M^\varepsilon_{r,H,S} \), we may construct the set \( M_{\lambda,\mu} \) as a \((\lambda,\mu)\)-neighborhood of \( M^\varepsilon_{r,H,S} \). According to Proposition 3.1, \( M^\varepsilon_{sol} \subset M_{\lambda,\mu} \). We note that estimating the subspace amounts to constructing a mask, which contains indices of significant coefficients. Instead of estimating \( M_{\lambda,\mu} \) directly, we may use an iterative approach (see [1]).

**3.1.2. The Relation between the Masks on the d and s Coefficients**

The solution strategy requires that after having multiscale decomposition of the r.h.s. we create masks on the \( d \) coefficients. The masks on the \( d \) coefficients are determined according to a predefined threshold (accuracy) \( \varepsilon \). This way we sparsify all the \( d \) scales in the multiscale. But during the application of the multiscale wavelet decomposition/reconstruction the \( s \) part of the multiscale is filled up (it becomes "dense"). This causes us to loose the sparsity advantages we gain on the \( d \) coefficients. It is proved in [1], that although the \( s^d_k \) coefficients
are generally dense it suffices to consider in the non-standard form only those labels \((j,k)\) near the corresponding labels of \(d^j_k\) that are used to define the mask. In other words, the same sparsity that was achieved on the \(d\) coefficients can be imposed upon the \(s\) coefficients. This way the whole process of the multiscale decomposition/reconstruction during the solution is kept sparse. Also masking reduces the number of coefficients that should be used during sparse multiplication and removes speed-up degradation that exists in original multiplication algorithm while using all levels during multiplication.

3.2. Iterative Solver

In order to solve (3.5) we apply the conjugate gradient method constrained to the subspace \(M_{\lambda,\mu}\). Without such constraint the conjugate directions become “dense” at early stages of the iteration only to become small outside the subspace \(M_{\lambda,\mu}\) later. Thus, constraining the solution to a subspace is critical for an adaptive algorithm.

In applying the conjugate gradient method in the wavelet coordinates, we generate only those entries of conjugate directions which are in the set of significant indices which define the subspace \(M_{\lambda,\mu}\) (called the masks). This yields an algorithm, where the number of operations at each iteration is proportional to the number of elements of \(M_{\lambda,\mu}\). The number of iterations is \(O(1)\) and, thus, the overall number of operations is proportional to the number of significant coefficients of \(f\), i.e., the dimension of \(M_{r.h.s.}\).

3.2.1. Operators with Variable Coefficients

As in the case of the Laplacian, the \(\epsilon\)-accuracy subspace for the solution may be estimated using corresponding subspaces for the r.h.s. and the coefficients. Essentially, we consider the union of such subspaces as a starting point for constructing \(M_{\lambda,\mu}\). These estimates may be revised in the process of iteration. The proof, which the above algorithm is applicable to operators with variable coefficients, is given in [1].

3.3. Preconditioner

Let us demonstrate how to construct a diagonal preconditioner for the sum of operators \(-\Delta + Const\) in wavelet bases. We observe that if \(A\) and \(B\) are
diagonal operators with diagonal entries $a_i$ and $b_i$, where $a_i + b_i \neq 0$, then the diagonal operator with entries $1/(a_i + b_i)$ is an ideal preconditioner for operator $A + B$.

In our case, the operator $-\Delta$ is not diagonal, but it has a good diagonal preconditioner, equation (3.6), in wavelet bases (3.6), see [1, 2]. Let us use this preconditioner instead of $-\Delta$ for the purpose of constructing a preconditioner for $-\Delta + \text{Const}$, where $\text{Const} > 0$. We note that in wavelet bases the identity operator remains unchanged. We restrict $\text{Const} \cdot I$, where $I$ is the identity operator, to the subspace $\bigoplus_{1 \leq j \leq n} W_j$ and construct a preconditioner on this subspace. We obtain

$$P_{ul} = \frac{\delta_{ul}}{\sqrt{2^{-2j} + \text{Const}}},$$

(3.14)

where $1 \leq j \leq n$ is chosen depending on $i, l$ so that $n - n/2^{j-1} + 1 \leq i, l \leq n - n/2^{j}$, and $P_{nn} = 1/\sqrt{2^{-2n} + \text{Const}}$. The square root appears in (3.14) in order to symmetrize the application of the preconditioner as shown before.

It is important to notice that mentioned above preconditioner is suitable for operator $-\Delta + \text{Const}$, while we actually solving problem with non-constant coefficients $-\Delta + b(x)$, that in general could have another preconditioner. But in our numerical experiments we still used the constant-based preconditioner of the form (3.14), however we had to choose manually the constant of the preconditioner. We do not have yet strict mathematical dependence between $b(x)$ and constant in equation (3.14). This is left for a future research. We made numerical comparison between different constants of preconditioner and results are shown in Figure 6.

3.4. PDE Solver: 1-D Pseudo Code

We are describing the solver for the equation like:

$$\frac{d^2 u}{dx^2} - b(x)u(x) = f(x).$$

(3.15)

It is an extension of the algorithm that was described in [1, 2, 3] to non-homogeneous equations of the form (3.15). Assume that the r.h.s. has size $N = 2^M$, so we can decompose it into $M$ levels. The basic 1-D structure in the algorithm consists of an array of pointers of size $2M + 1$. Each odd entry in this array, $2j - 1$, $j = 1, \ldots, M$, is a pointer to a sparse vector of size $N/2^j$ where we store the “s” (averaged) wavelet coefficients of scale $j$. Each even entry in this array, $2j$, $j = 1, \ldots, M$, is a pointer to a sparse vector of size $N/2^j$ where we store the “d” (derivative, high-pass) wavelet coefficients of scale $j$. The 1-D
algorithm uses only this basic structure for \( w_t, w_r, w_p, w_{p1}, w_s, w_x, w_b \), which are used in the pseudo code.

1. **Preprocessing** -

   **Second derivative in the NSF form** - computes the non-standard form of the second derivative according to the filter type and filter size, number of scales in the multiresolution decomposition, and the required accuracy. The second derivative operator is computed as explained in [1].

**Setup of the r.h.s.** -

1. Find the wavelet coefficients of the exact solution \( u \) by multiresolution decomposition of \( u \).
2. Transform the coefficients of the exact solution to a sparse data structure by thresholding the wavelet coefficients.
3. Find the wavelet coefficients of the \( b \) by multiresolution decomposition of \( b \).
4. Transform the coefficients of the \( b \) to a sparse data structure \( w_b \) by thresholding the wavelet coefficients.
5. Reconstruct of the r.h.s. into a sparse data structure.
6. Apply the second derivative operator on exact solution which is multiplication of the vector by ns-form, and add to result multiplication of exact solution on \( b \).

**Wavelet decomposition of the r.h.s.** - store it in \( w_t \).

**Wavelet decomposition of the v** - store it in \( w_v \).

**Mask on the “s” coefficients** - this mask is determined by the “s” wavelet coefficients \( w_t \) of the decomposed r.h.s. by thresholding.

**Apply the preconditioner** - on the wavelet coefficients \( w_t \) of the r.h.s.

**Copy** - \( w_t \rightarrow w_r \).

**Compute the \( L_2 \) norm of \( w_r \)** - denoted by \( \rho \).

2. **The main iteration loop of the CG** -

   **If first iteration** -

   \[
   w_r \rightarrow w_p ,
   \]

   \[
   w_r \rightarrow w_{p1} .
   \]

   **If not the first iteration** - \( \beta = \frac{\rho}{\rho_1} \),

   sparse linear combination: \( w_r + \beta w_p \rightarrow w_{p1} ; \)

   \( w_{p1} \rightarrow w_p \).
Apply preconditioner - on $w_p$.
Sparse wavelet reconstruction - from $w_p$ using the masks.
Apply the left hand side - on $w_p$ using the masks (by sum of application of non-standard form and sparse multiplication by b) to get $w_s$.
Apply preconditioner - on $w_s$.
Sparse inner product - of $w_s$ and $w_{p_1}$ to produce $r$.
Compute - $\alpha = \frac{\rho}{r}$.
Sparse linear combination - $w_x + \alpha w_{p_1} \rightarrow w_q$.
Copy - $w_q \rightarrow w_x$.
Sparse linear combination - $w_r - \alpha w_s \rightarrow w_q$.
Copy - $w_q \rightarrow w_r$.
Save - $\rho_1 = \rho$.
Copy - $w_{p_1} \rightarrow w_p$.
Go to beginning of the loop (2).

3.4.1. Estimation of the Number of Operations

Equation (3.15) is solved using the conjugate gradient method (see [15]), where
the computation of the inverse operator is not necessary (just the application of
the operator itself is required). This property enables us to use these methods
for solving problems, where the operator’s kernels are separable.

All the computations of the solver are performed within the masks as was
explained in [1, 2, 3, 7]. The wavelet transform of the solution consists of $N_s$
important coefficients in the masks which are concentrated near the singularities
(see [1]).

Although $N$ is the total number of discretization points in each direction,
we will use for our estimations the size of $N_s$.

Usually, the convolution with filter of size $l$ takes $2^l$ operations. By utilizing
factorization properties of the wavelet filters, as was described in [4, 5], we can
reduce the number of operations of the 1-D convolution by a factor of at least
2.

During each iteration of the CG, the kernel is decomposed into the standard
form (for the application of the preconditioner and reconstruction back) and
then the non-standard form is applied once. We assume that $2lN_s$ operations
are needed for 1-D sparse wavelet convolution with filter of length $l$. The same
is true for the application of the non-standard form. Application of sparse multiplication with parameters \( j_f, J, \) and \( j_0 \), takes \( O(2^M - j_f - j_0) \) operations. Sparse inner product needs \( 2N_s \) operations. And the same is true for sparse linear combination. Therefore, one iteration of the solver requires \( 4lN_s + 3 \cdot 2N_s + O(2^M - j_f - j_0) \) operations. Therefore, the total number of operations for \( N_{iter} \) is \( N_{iter} \cdot (4lN_s + O(2^M - j_f - j_0)) \) operations. To get \( \epsilon \)-accuracy we need \( (N_{iter} \cdot (4l + 6)N_s + O(N) \log \epsilon) \) operations.

The algorithm is very efficient as compared to the dense multiplication method which will require \( (N_{iter} \cdot (4l + 6)N_s + O(N) \log \epsilon) \) operations. The efficiency of the process relies on the fact that we can take appropriate parameters of sparse multiplication having on one side the necessary accuracy of the multiplication and from the other side maintains \( 2^M - j_f - j_0 \ll N \) obtaining good speed up – see Section 3.5.

### 3.5. Numerical Results

In this section, we discuss the influence of the algorithm’s parameters on the run time and on the accuracy of the equation’s solver. Let us analyze how the PDE’s solver performs using adaptive multiplication comparing with regular (“dense”) multiplication.

**Example 1.** (Smooth Function) Assume we have

\[
\frac{d^2 u(x)}{dx^2} - b(x)u(x) = f(x), \tag{3.16}
\]

where the r.h.s. \( f(x) \) is numerically computed with the wavelet derivative operator such that the exact solution \( u \) and \( b \) are:

\[
u(x) = e^{-256 \cdot x^2}, \quad b(x) = .03 + .017 \cdot e^{-50 \ast (x-.1) \cdot x}. \tag{3.17}\]

We can see in Figure 5 how the accuracy and the run time are affected by different parameters of the multiplication algorithm.

**Example 2.** (Non-smooth Function) We use equation (3.16) where the r.h.s. \( f(x) \) is numerically computed with the wavelet derivative operator such that the exact solution \( u \) and \( b \) are:

\[
i = 0 \ldots N - 1, \quad x = -.5 + i/(N - 1), \quad u(x) = x \cdot e^{-256 \cdot x^2} + 20.0 \cdot (0.2 + x) \cdot e^{-32000 \cdot (0.2 + x)^2}, \quad b(x) = .03 + .017 \cdot e^{-50 \ast (x-.1) \cdot x}, \tag{3.18}\]

where \( u(x) \) is seen in Figure 2.
<table>
<thead>
<tr>
<th>Number of points</th>
<th>Run Time</th>
<th>Error</th>
<th>Run Time</th>
<th>Error</th>
<th>Run Time</th>
<th>Error</th>
<th>Run Time</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>1024</td>
<td>1.863</td>
<td>0.00126</td>
<td>1.973</td>
<td>0.00126</td>
<td>1.717</td>
<td>0.00093</td>
<td>1.6</td>
<td>0.00104</td>
</tr>
<tr>
<td>4096</td>
<td>11.847</td>
<td>4.7E-05</td>
<td>5.055</td>
<td>1.3E-07</td>
<td>4.156</td>
<td>5.7E-07</td>
<td>4.961</td>
<td>0.00013</td>
</tr>
<tr>
<td>8192</td>
<td>36.9252</td>
<td>7.7E-05</td>
<td>10.6714</td>
<td>8.9E-08</td>
<td>8.5782</td>
<td>1.1E-07</td>
<td>7.633</td>
<td>5.7E-08</td>
</tr>
<tr>
<td>16384</td>
<td>861.689</td>
<td>7.5E-05</td>
<td>154.935</td>
<td>8.9E-08</td>
<td>89.022</td>
<td>8.6E-08</td>
<td>69.4682</td>
<td>8.3E-08</td>
</tr>
</tbody>
</table>

Figure 5: Dependency of the PDE solver’s run time and accuracy on:
Up $N$. Down: $J$ and $j_f$

The dependency of the accuracy on the preconditioner constant equation (3.14) is shown in Figure 6. To generate this graph, we calculate the solution of equation (3.18) on 8192 data points and used dense multiplication. In Figure
7, we can see how the accuracy and the run time are affected by different parameters of multiplication algorithm.

As we see, the run time is dramatically improved if the adaptive multiplication is used with the masking procedure. For example, the run time for 65536 points can be lowered more than 20 times with less than one third accuracy loss. The best speedup was more than 20 times faster (29 against 632 sec.) and it was obtained using $j_f = 1$, $J = 5$ and $j_0 = 1$ with 17% accuracy loss (if comparing it against a run with dense multiplication and s-masking – see Figure 7). Our implementation was most efficient on large data. The total iterations time was reduced from 635 to 29 seconds. To verify the run time, we executed the PDE's solver five times with the same parameters. Average time was calculated and it is presented.

4. Conclusion

The algorithm, which is described in this paper, uses adaptive multiplication that allows dramatic improvement of the run time of a 1-D PDE solver. The original algorithm in [1] was improved. The dependency of the multiplication parameters on the achieved run time and accuracy of the solver is investigated.
The numerical results show that a speed-up of up to a factor of 20 can be achieved using our implementation of the adaptive multiplication. The advan-

Figure 7: The PDE’s solver run time and accuracy. Up: without masking. Down: with masking
tage of adaptive multiplication can be demonstrated when solving PDEs on large datasets.

We do not have yet strict mathematical dependence between $b(x)$ and the constant in equation (3.14). Therefore, this is left for a future research. In addition, extension of the adaptive multiplication to higher dimensional problems is a promising direction.
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