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Abstract: Given a set \( X \) and a set \( C \) of subsets of \( X \), subsets of \( X \) covered by \( k \) sets in \( C \) are called \( k \)-frequent. Frequent sets are of interest in large scale data analysis, pattern recognition and data mining. Characterization of maximal \( k \)-frequent sets in terms of equivalence relation and partial order is given. A general algorithm for finding maximal \( k \)-frequent sets, efficient for wide range of practical applications, is given.
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1. Introduction

Features shared by the members of a substantial subpopulation are of interest, for example, symptoms shared by various groups of patients are important objects of study. The patterns shared by natural or artificial disasters (flood, earthquake, war, riot, etc) are of great concern. Identifying patterns in large complex data is not easy. Exhaustive search is infeasible even for relatively small data.

Maximal \( k \)-frequent sets was introduced in [1], [2], [3], [4] and [5]. An iterative (greedy) algorithms for finding them are available (see [2], [3], and [4]. In this paper, we give a general algorithm for finding maximal \( k \)-frequent sets specially efficient in the presence of many equivalent (defined below) elements
in $X$. In applications, $C$ is a set of records, $X$ the set of items in the records and a $k$-frequent set is the collection of items that appear in $k$ records. Maximal $k$-frequent sets (defined below) will be characterized in terms of an equivalence relation on $X$ and a partial ordering on equivalence classes. The algorithm for finding maximal $k$-frequent sets is given using matrix expression. Matlab code of the algorithm is available (send request to eung.cho@kysu.edu).

2. Notation and Definitions

Following notation and definitions will be used.

\[
X = \{x_1, \ldots, x_m\}, \quad (1)
\]
\[
P(X) = \text{The power set of } X, \quad (2)
\]
\[
C = \{S_1, \ldots, S_n\} \subseteq P(X), \quad (3)
\]
\[
f(A) = \{S_i \in C : A \subseteq S_i\}, \quad (4)
\]
\[
F_k = \{A \in P(X) : n(f(A)) = k\}, \quad (5)
\]
\[
n(A) = \text{The cardinality of } A. \quad (6)
\]

We define maximal $k$-frequent sets, introduce equivalence relation on the data set $X$ and a partial ordering on the equivalence classes.

**Definition 1.** $f$ is a function on $P(X)$ into $P(C)$ that assigns $A \subseteq X$ the set of all $S_i \in C$ that contain $A$:

\[
f(A) = \{S_i \in C : A \subseteq S_i\} \quad (7)
\]

$f(\{x\})$ will be abbreviated as $f(x)$.

**Definition 2.** $A \in P(X)$ is said to be $k$-frequent if $n(f(A)) = k$, i.e. there exist exactly $k$ distinct subsets $S_i \in C$ that contain $A$.

**Definition 3.** $F_k$ is the set of all $k$-frequent sets.

\[
F_k = \{A \in P(X) : n(f(A)) = k\} \quad (8)
\]

$A \in F_k$ is called a maximal $k$-frequent set if $A \subseteq B \in F_k$ implies $A = B$.

Equivalence relations on $P(X)$ and $X$ are introduced via $f$.

**Definition 4.** Let $A, B \in P(X)$. Define

\[
A \sim B \quad \text{iff} \quad f(A) = f(B) \quad (9)
\]
The equivalence relation \( \sim \) restricts to \( X \) as

\[
x \sim y \quad \text{iff} \quad f(x) = f(y)
\]  

(10)

A partial order on \( X/\sim \) is induced by \( f|_X \) from the partial order \( \subseteq \) on \( \mathcal{P}(C) \).

**Definition 5.** A partial order \( \leq \) on \( X/\sim \) is defined by

\[
[x] \leq [y] \quad \text{iff} \quad f(x) \subseteq f(y)
\]

(11)

Let \( g \) be a function on \( \mathcal{P}(C) \) into \( \mathcal{P}(X) \) that assigns \( B \in \mathcal{P}(C) \) the intersection of all \( S_i \in B \).

\[
g(B) = \bigcap_{S_i \in B} S_i
\]

(12)

Then the following lemmas, easily proved, lead us to the algorithm.

**Lemma 1.** \( fg \) and \( gf \) are idempotent, i.e.

\[
(gf)^2 = gf \quad \text{and} \quad (fg)^2 = fg.
\]

Proof. \( f \) reverses the inclusion, i.e. \( A \subseteq B \) implies \( f(B) \subseteq f(A) \). Let \( A \in \mathcal{P}(X) \). Since \( A \subseteq gf(A) \) \( fgf(A) \subseteq f(A) \). To prove \( f(A) \subseteq fgf(A) \), let \( S \in f(A) \). Then \( gf(A) \subseteq S \) and \( S \in fgf(A) \). This proves \( fgf = f \), from which \( gfgf = gf \) follows. q.e.d.

**Lemma 2.** \( gf(A) = \bigcup_{B \sim A} B \) for every \( A \in \mathcal{P}(X) \). It follows \( gf(A) \) is the largest set in \([A]\).

Proof. Since \( fgf(A) = f(A) \), we have \( gf(A) \sim A \) and \( gf(A) \subseteq \bigcup_{B \sim A} B \). If \( B \in [A] \) then \( f(B) = f(A) \) and \( B \subseteq gf(A) \). q.e.d.

**Lemma 3.** \( gf([x]) = \bigcup_{[x] \subseteq [y]} [y] \)

Proof. \( \mathbb{N}[x] \leq [y] \) implies \( gf([y]) \subseteq gf([x]) \). Since \([y] \subseteq gf([y]) \) and \( gf([y]) \subseteq gf([x]) \), we have \([y] \subseteq gf([x]) \). Since \( fgf([x]) = f([x]) \), we have \( gf([x]) \sim [x] \) and \( gf([x]) \subseteq \bigcup_{[x] \subseteq [y]} [y] \). q.e.d.

**Lemma 4.** Let \( A \in \mathcal{P}(X) \), \( I = \{i : [x_i] \cap A \neq \emptyset\} \), \( J = \{j : [x_i] \leq [x_j] \text{ for some } i \in I\} \), \( B = \bigcup_{i \in I} [x_i] \) and \( C = \bigcup_{j \in J} [x_j] \). Then \( gf(A) = C \).

Proof. By the definitions, \( A \subseteq B \subseteq C \). We show \( gf(A) = gf(B) = gf(C) = C \). Since \( f(A) = f(B) \), \( gf(A) = gf(B) \). If \( j \in J \) then \( f([x_j]) \subseteq f([x_i]) \) for some \( i \in I \), and \( [x_j] \subseteq gf([x_i]) \). This implies \( C \subseteq gf(B) \). The other direction \( gf(B) \subseteq C \) is obvious. q.e.d.
Now we make an observation: If \( A \in \mathcal{P}(X) \) is maximal with respect to \( \leq \) then \( A = [x] \) for any \( x \in A \). It is a maximal \( n(f(x)) \)-frequent set and every nonempty subset of it is also \( n(f(x)) \)-frequent. It is not true for other maximal \( k \)-frequent sets that are not maximal with respect to \( \leq \).

3. Matrix Expression

We give matrix expressions of the constructions used for the implementation of the algorithm.

**Definition 6.** \( M \) is the \( m \times n \) matrix representing the incidence relation on \( X \) and \( C \):

\[
M_{ij} = \begin{cases} 
1 & \text{if } x_i \in S_j \\
0 & \text{otherwise}
\end{cases}
\] (13)

**Definition 7.** \( A \) is the \( m \times m \) matrix representing the equivalence relation on \( X \):

\[
A_{ij} = \begin{cases} 
1 & \text{if } x_i \sim x_j \\
0 & \text{otherwise}
\end{cases}
\] (14)

The equivalence relation on \( X \) corresponds to the equality of the rows of \( M \), i.e.

\[ A_{ij} = 1 \iff M_{ik} = M_{jk} \forall k. \] (15)

We note \( n([x_i]) = \sum_j A_{ij} \).

**Definition 8.** Let \( X/\sim = \{[x_1], \ldots, [x_r]\} \). \( N \) is the \( r \times n \) matrix representing the incidence relation between elements of \( X/\sim \) and the elements of \( C \):

\[
N_{ij} = \begin{cases} 
1 & \text{if } [x_i] \subseteq S_j \\
0 & \text{otherwise}
\end{cases}
\] (16)

**Definition 9.** \( P \) is the \( r \times r \) matrix representing the partial order on \( X/\sim \):

\[
P_{ij} = \begin{cases} 
1 & \text{if } [x_i] \leq [x_j] \\
0 & \text{otherwise}
\end{cases}
\] (17)

The partial order on \( X/\sim \) corresponds to the inequality of the rows of \( N \),

\[ [x_i] \leq [x_j] \iff N_{it} \leq N_{jt}, \forall t. \] (18)

We note \( [x_i] \) is maximal iff \( P_{ij} = \delta_{ij} \).
4. Algorithm

Maximal $k$-frequent sets with highest possible $k$’s are the equivalence classes $[x_i]$ that are maximal with respect to $\leq$, namely those corresponding to the rows of $P$ with row sum 1. It follows from the previous lemmas that maximal $k$-frequent sets are of the form $gf(A)$ for some $A \in F_k$. Thus, we find maximal frequent sets by taking

$$gf(x) = \bigcup_{[y] \leq [x]} [y]$$

for each equivalence class $[x] \in F_k$.

**Algorithm.**

1. Find all $[x_i] \in F_k$, i.e. find the indexing set $I_k$ of $F_k$:

$$I_k = \{ i : \sum_j N_{ij} = k \}.$$  

2. For each $[x_i] \in F_k$ find all $[x_j] \geq [x_i]$, i.e. find the indexing set $J_i$ of upper bounds of $[x_i]$: 

$$J_i = \{ j : P_{ij} = 1 \}.$$ 

3. For each $[x_i] \in F_k$, take the union

$$\bigcup_{j \in J_i} [x_j] = \{ x_p : A_{jp} = 1, \text{ for some } j \in J_i \},$$

which is the maximal $k$-frequent set containing $x_i$.

We note $\bigcup_{j \in J_i} [x_j] = gf(x_i)$ is $n([x_i])$-frequent and in general, the cardinality of the $k$-frequent sets get smaller as $k$ increases. Obviously, maximal $k$-frequent sets of large cardinality for large $k$ are of interest. The cardinality of a maximal $k$-frequent set is given in the following

**Lemma 5.** Let $w = [w_1, \ldots, w_r]^t$ where $w_i = n([x_i]) = \sum_j A_{ij}$, the cardinality of $[x_i]$. Then the cardinality of the maximal $k$-frequent set $gf([x_i])$ containing $[x_i] \in F_k$ is $(Pw)(i)$:

$$n(gf([x_i])) = \sum_{[x_i] \leq [x_j]} n([x_j]) = \sum_j P_{ij} w(j) \quad (19)$$

**Proof.** Since the maximal $k$-frequent set containing $[x_i]$ is a disjoint union of equivalence classes greater than or equal to $[x_i]$, the cardinality of $gf([x_i])$ is the sum of $w_j$ for which $[x_j] \geq [x_i]$. q.e.d.
5. Summary

A general algorithm for finding all maximal frequent sets is given. The algorithm decomposes the data set into equivalence classes and partially orders them. The algorithm can be extended (future work) to cases when the data set is more general, for example, weighted sets or lists with multiple entries of identical elements (a large number of clones in the data and records). Future work will also include non-deterministic sub-optimal but efficient algorithms combined with the ideas from topological data analysis that may be useful for big data.
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