OPTIMAL LINEAR CONTROL TO PARAMETRIC UNCERTAINTIES IN A MICRO ELECTRO MECHANICAL SYSTEM
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Abstract: This paper, a micro-electro-mechanical systems (MEMS) with parametric uncertainties is considered. The non-linear dynamics in MEMS system is demonstrated with a chaotic behavior. We present the linear optimal control technique for reducing the chaotic movement of the micro-electro-mechanical system with parametric uncertainties to a small periodic orbit. The simulation results show the identification by linear optimal control is very effective.
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1. Introduction

Numerous design methodologies exist for the control design of nonlinear system. These include any of a huge number of linear design techniques [1, 2], used in conjunction with gain scheduling [3, 4]; nonlinear design methodologies
include Jacobian linearization, recursive backstepping, feedback linearization, gain scheduling, sliding mode control, and adaptative control [5].

Nonlinear control systems problems consist in stabilize the chaotic dynamic of a system to an equilibrium point or a periodic orbit or to drive to a specific reference trajectory. Lately, a significant interest in control of the nonlinear systems, with chaotic behavior, has been observed and many of the techniques have been discussed in literature [6]-[14]. Among strategies of chaos control with feedback, the most popular is the Ott-Grebogi-York (OGY) method [6]. This method uses the Poincare map of the system. Recently, a methodology, based on the application of the Lyapunov-Floquet transformation, was proposed by Sinha et al. [7] in order to solve this kind of problem. This method allows directing the chaotic motion to any desired periodic orbit or to a fixed point. It is based on linearization of the equations, which described the error between the actual and desired trajectories.

Another interesting method, first proposed by Pearson [15] and later expanded by Wernli and Cook [16], was independently studied by Mracek and Cloutier [9] and alluded to by Friedland [17]. Use of the State-Dependent Riccati Equation (SDRE) to control nonlinear system has seen increasing application [9, 13]. Here, we use different approaches, which were proposed by Rafikov and Balthazar in [18]: Dynamic Programming was used to solve the formulated optimal control problems and we will obtain functions that satisfied the Hamilton-Jacobi-Bellman, among the correspondent Lyapunov functions of the proposed model.

The aim of this paper is to propose the application of the Linear Optimal Control [18] to control the chaotic movement of a Micro Electro Mechanical System [20].

We organize the paper as it follows: in Section 2, we demonstrated the mathematical model and we showed of the nonlinear dynamics of the model. In Section 3, we discussed a control design problem for non-linear model. In Section 4, we made the concluding remarks of this paper. Finally, we listed out the bibliographic references which we used in this paper.

2. Microelectromechanical Model

In the work [20], was considered the microelectromechanical Systems with periodic parametric excitation, as shown in Fig. 1. The device what consists of a cantilevered beam connected to a torsion bar. Attached to the cantilevered beam are an atomically sharp tip for the probe and comb capacitive transducers
for sensing and actuation.

The governing equations of system illustrated in Fig. 1 is proposed in [20], are

\[ \ddot{x} + \frac{2}{Q} \dot{x} + [\omega_0 + \beta \cos(\omega t)] x = 0 \]  

which is a simple oscillator with a time-varying stiffness term.

The model (1) is a basic model for this class systems [20], its equation has application in the forced motion of a swing, the stability of ships, Faraday surface wave patterns on water, and the behavior of parametric amplifiers based on electronic or superconducting devices.

The Figure 2 illustrate the dynamics behavior of the adopted dynamics model, by using numerical values, for the chosen parameters \( a = 1/3000; \; d = 0.046; \; \omega_0 = 0.57; \; n = 3; \; \omega = (2\omega_0)/n \) and \( b = -0.000227 \).

To consider the effect of the parameter uncertainties on the performance of the controller they are added to the state. The nominal values of parameters are stated above.

The real unknown parameters of system are supposed to be as follows: \( \tilde{a} = 0.000333 + 0.00001 r(t), \; \tilde{d} = 0.046 + 0.02 r(t), \; \tilde{\omega}_0 = 55 + 2r(t), \; \tilde{n} = 2 + 1 r(t), \; \omega = (2\omega_0)/n \) and \( \tilde{b} = -0.000225 + 0.000003 r(t) \), where \( r(t) \) are normally distributed random functions.

Numerical simulation results are shown in Section 3. This figure shows the robustness of the used methods when the systems parameters have random uncertainties.

The eigenvalues of the system (1) are \( \lambda_1 = -0.3695; \; \lambda_2 = -0.9418 \). The eigenvalues \( \lambda_{1,2} \) indicates that the system is unstable and the Fig. 2 illustrates the chaotic dynamic (\( \lambda_1 = 0.4620 \)) and (\( \lambda_2 = 0.0870 \)) of Lyapunov exponent for system (1) in Fig. 3.
In this section, we applied optimal linear control design for the micro electro mechanical system (Fig. 1), reducing the oscillatory movement to a small stable orbit. Next, we present the theory of the used methodology.

Due to the simplicity in configuration and implementation, the linear state feedback control, it is especially attractive [13].

We remarked that this approach is analytical, and it may use without dropping any non-linear term. Let the governing equations of motion (1), re-written in a state form

3. Control Design
\[
\dot{x} = Ax + g(x)
\] (2)

If one considers a vector function \( \tilde{x} \), that characterizes the desired trajectory, and taken the control \( U \) vector consisting of two parts: \( \tilde{u} \) being the feed forward and \( u_f \) is a linear feedback, in such way that

\[
u_f = Bu
\] (3)

where \( B \) is a constant matrix. Next, one taking the deviation of the trajectory of system (2) to the desired one \( y = x - \tilde{x} \), may written as being

It is optimal, in order to transfer the non-linear system (6) from any initial to final state \( y(t_f) = 0 \), minimizing the functional \( \tilde{J} = \frac{1}{2} \int_{0}^{\infty} (y^T \tilde{Q} y + u^T R u) dt \), where the symmetric matrix \( P(t) \) is evaluated through the solution of the matrix Ricatti differential equation

\[
PA + A^T P - PBR^{-1}B^T P + Q = 0
\] (4)

satisfying the final condition \( P(t_f) = 0 \).

In addition, with the feedback control (6), there exists a neighborhood \( \Gamma_0 \subset \Gamma, \Gamma \subset \mathbb{R}^n \), of the origin such that if \( x_0 \in \Gamma_0 \), the solution \( x(t) = 0, t \geq 0 \) of the controlled system (4) is locally asymptotically stable, and \( J_{\text{min}} = x_0^T P(0) x_0 \). Finally, if \( \Gamma = \mathbb{R}^n \) then the solution \( y(t) = 0, t > 0 \) of the controlled system (4) is globally asymptotically stable.

Using the theorem [17] the dynamic error \( y \) can be minimized (\( y \rightarrow 0 \)).

3.1. Theorem Linear Optimal Control.

If there is matrixes \( Q \) and \( R \), positive definite, \( Q \) symmetric, such that the matrix

\[
\tilde{Q} = Q - G^T(x, \tilde{x})P - PG(x, \tilde{x})
\] (5)

is positive definite for the limited matrix \( G \), then the linear feedback control

\[
u = -R^{-1}B^T P y
\] (6)
is optimal, in order to drive the non-linear system (6) of any initial state to the terminal state

\[ y(\infty) = 0 \]  

minimizing the functional

\[ J = \int_0^\infty (y^T \dot{Q} y + u^T R u) dt \]  

where the symmetric matrix \( P \) is calculated from the nonlinear Riccati equation:

\[ PA + A^T P - PBR^{-1}B^T P + Q = 0 \]  

Next, we will apply this methodology in model (1).

### 3.2. Application of the Linear Optimal Control to the System

The equations (1) describing the system:

\[ \ddot{x} + 2/Q \dot{x} + [\omega_0 + \beta \cos(\omega t)]x = U \]  

where the function of control \( U \) is defined in the equation (1).

Rewriting the dynamical system (10), in the space-state form, we will obtain:

\[ \dot{x}_1 = x_2 + U \]  

\[ \dot{x}_2 = -2/Q x_2 - [\omega_0 + \beta \cos(\omega t)] x_1 \]  

We will obtain \( B = \begin{pmatrix} 1 \\ 1 \end{pmatrix} \), \( y = \begin{pmatrix} x_1 - \bar{x}_1 \\ x_2 - \bar{x}_2 \end{pmatrix} \), \( \bar{x} = \begin{pmatrix} \sin(\pi t)/50 \\ \cos(\pi t)/50 \end{pmatrix} \), \( Q = I_2 \), \( A = \begin{pmatrix} 0 & 1 \\ -0.04249 & -0.0003 \end{pmatrix} \) where the controllability matrix \( R \) of the system to the pair \([A, B]\) is obtained by \( R = [B|AB] \).

Thus, \( R = \begin{pmatrix} 1 & 1 \\ 1 & -0.0428 \end{pmatrix} \).
Figure 4: Time History Controlled (a) Velocity, (b) Displacement and (c) Controlled Portrait Phase.

Figure 5: Phase Portrait

Then the Matrix $P(t)$ is done by
$$P = \begin{pmatrix} 1.0218 & -0.0209 \\ -0.0209 & 0.9994 \end{pmatrix}$$
and (an optimal control) $u = 1.0008x_1 + 0.9784x_2$. The trajectories of the system with control may be seen, through Fig. 4. According to the optimal control verification [17], the function (4) is numerically calculated across $L(t) = y^T \tilde{Q} y$, where $L(t)$ is defined positive and it is show in Fig. 5.

Figure 6 shown controlled and noncontrolled dynamical behavior Portrait Phase.
4. Conclusions

In this work, we proposed the use of an Linear Optimal Control strategy applied to Micro-electro-mechanical system with parametric uncertainties.

A torsional oscillator system is modeling using the Micro-electro-mechanical system. In comparing of numerical results of controlled system with the non controlled system (Fig. 6) we can verify that control orbit generated by Linear Optimal Control (Fig. 6) has small diameter.

The technique control reducing the chaotic movement of the MEM systems to a small orbit periodic. The Figures 4-6 illustrated the effectiveness of the control strategy taken to these problems.
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