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1. Introduction

The discrete random variable $X$ is said to be the generalized hypergeometric random variable if its probability mass function is as follows: (Crosu[3])

$$p_X(x) = \binom{N-1}{x} \frac{\Gamma(N + \alpha - x)\Gamma(\beta + 1 + x)\Gamma(\alpha + \beta + 2)}{\Gamma(\alpha + 1)\Gamma(\beta + 1)\Gamma(\alpha + \beta + N + 1)}, \quad x = 0, ..., N - 1,$$

where $N \in \mathbb{N} \setminus \{1\}, \alpha \geq 0$ and $\beta > -1$ and the mean and variance of $X$ are

$$\mu = \frac{(N - 1)(\beta + 1)}{\alpha + \beta + 2}$$

and
\[ \sigma^2 = \frac{(N-1)(\beta+1)(\alpha+1)(\alpha+\beta+N+1)}{(\alpha+\beta+2)^2(\alpha+\beta+3)}, \]

respectively. Let \( \mathcal{GH}_{\alpha,\beta,N} \) be the generalized hypergeometric distribution with parameters \( \alpha, \beta \) and \( N \). It is well-known that the hypergeometric distribution can be approximated by the binomial and Poisson distributions if some conditions of their parameters are satisfied. Similarly, following this fact, each of the binomial and Poisson distributions can also be used as an approximation of the generalized hypergeometric distribution. In this case, Croux[3] used the Stein-Chen method and the \( w \)-function associated with the generalized hypergeometric random variable to obtain a bound for the total variation distance between the generalized hypergeometric and Poisson distributions, when \( \beta+2 \geq N \), as follows:

\[
d_{TV}(\mathcal{GH}_{\alpha,\beta,N}, \mathbb{P}_\mu) = \sup_{A \subseteq \mathbb{N} \cup \{0\}} |\mathcal{GH}_{\alpha,\beta,N}\{A\} - \mathbb{P}_\mu\{A\}| \leq (1 - e^{-\mu}) \frac{(\alpha+1)(\beta+3-N) + (\beta+1)(\beta+2)}{(\alpha+\beta+2)(\alpha+\beta+3)}, \tag{1.1} \]

where \( \mathbb{P}_\mu \) is a Poisson distribution with mean \( \mu = \frac{(N-1)(\beta+1)}{\alpha+\beta+2} \).

In this paper, we are interested to determine a bound for the total variation distance between the generalized hypergeometric and binomial distributions,

\[
d_{TV}(\mathcal{GH}_{\alpha,\beta,N}, \mathcal{B}_{n,p}) = \sup_{A \subseteq \{0,\ldots,n\}} |\mathcal{GH}_{\alpha,\beta,N}\{A\} - \mathcal{B}_{n,p}\{A\}|, \tag{1.2} \]

where \( \mathcal{B}_{n,p} \) is a binomial distribution with parameters \( n = N-1 \) and \( p = \frac{\beta+1}{\alpha+\beta+2} \).

\section{Method}

The tools for deriving the result for this approximation consist of Stein’s method for the binomial distribution and the \( w \)-function associated with the generalized hypergeometric random variable. Following [1], Stein’s equation for binomial distribution with parameters \( n \in \mathbb{N} \) and \( p \in (0,1) \) is, for given \( h \), of the form

\[
h(x) - \mathcal{B}_{n,p}(h) = (n-x)pg(x+1) - qxg(x), \tag{2.1} \]

where \( \mathcal{B}_{n,p}(h) = \sum_{k=0}^{n} h(k) {n \choose k} p^k q^{n-k} \) and \( g \) and \( h \) are bounded real-valued functions defined on \( \{0,1,\ldots,n\} \).

For \( A \subseteq \{0,1,\ldots,n\} \), let \( h_A : \{0,1,\ldots,n\} \to \mathbb{R} \) be defined by

\[
h_A(x) = \begin{cases} 1 & \text{if } x \in A, \\ 0 & \text{if } x \notin A. \end{cases} \tag{2.2} \]
Following [1], let $g_A : \mathbb{N} \cup \{0\} \to \mathbb{R}$ satisfy (2.1), where $g_A(0) = g_A(1)$ and $g_A(x) = g_A(n)$ for $x \geq n$. Let $x \in \mathbb{N}$ and $\Delta g_A(x) = g_A(x + 1) - g_A(x)$, Ehm [4] showed that

$$\sup_A |\Delta g_A(x)| \leq \frac{1 - p^{n+1} - q^{n+1}}{(n + 1)pq}. \quad (2.3)$$

For the $w$-function associated with the generalized hypergeometric random variable, following [2], if $E|w(X)\Delta g_A(X)| < \infty$ then

$$Cov(X, g_A(X)) = \sigma^2 E[w(X)\Delta g_A(X)] \quad (2.4)$$

and we have $E[w(X)] = 1$. The following lemma presents this $w$-function, which obtained from [3].

**Lemma 2.1.** Let $w(X)$ be the $w$-function associated with the generalized hypergeometric random variable $X$. Then, we have the following:

$$w(x) = \frac{(\beta + x + 1)(N - x - 1)}{(\alpha + \beta + 2)\sigma^2}, \quad x = 0, ..., N - 1. \quad (2.5)$$

### 3. Result

The following theorem presents a bound for the total variation distance between $GH_{\alpha, \beta, N}$ and $B_{n,p}$.

**Theorem 3.1.** For $n = N - 1$ and $p = 1 - q = \frac{\beta + 1}{\alpha + \beta + 2}$. Then we have

$$d_{TV}(GH_{\alpha, \beta, N}, B_{n,p}) \leq \left(1 - p^{n+1} - q^{n+1}\right) \frac{(N - 1)(N - 2)}{N(\alpha + \beta + 3)}. \quad (3.1)$$

**Proof.** For $A \subseteq \{0,1,...,n\}$, substituting $h, x$ by $h_A, X$ respectively and taking expectation in (2.1), we obtain

$$GH_{\alpha, \beta, N}\{A\} - B_{n,p}\{A\} = E[(n - X)pg(X + 1) - Xg(X)], \quad (3.2)$$

where $g = g_A$ is defined as mentioned above.

Let $\delta(GH, B) = GH_{\alpha, \beta, N}\{A\} - B_{n,p}\{A\}$, then we obtain

$$\delta(GH, B) = E[npg(X + 1) - pX\Delta g(X) - Xg(X)]$$
$$= E[npg(X + 1)] - pE[X\Delta g(X)] - E[Xg(X)]$$
Using Lemma 2.1 and (2.4), we have
\[
E|w(X)\Delta g(X)| \leq \frac{1 - p^{n+1} - q^{n+1}}{(n + 1)pq} E[w(X)] = 1 - p^{n+1} - q^{n+1} (n + 1) pq E[w(X)] < \infty.
\]
From which it follows that
\[
\delta(GH, B) = npE[\Delta g(X)] - pE[\Delta g(X)] - \sigma^2 E[w(X)\Delta g(X)]
= E\left\{\frac{(N - 1 - X)(\beta + 1)}{\alpha + \beta + 2} - \frac{(\beta + X + 1)(N - X - 1)}{(\alpha + \beta + 2)}\right\} \Delta g(X)
= E\left\{-\frac{X(N - X - 1)}{\alpha + \beta + 2}\right\} \Delta g(X).
\]
Therefore, it follows from (3.2) and (1.2), we obtain
\[
d_{TV}(GH, B_{\alpha, \beta, N, \mu}) \leq E\left\{|(n - X)p - \sigma^2 w(X)||\Delta g(X)|\right\}
= \frac{1 - p^{n+1} - q^{n+1}}{(n + 1)pq} E\left\{\sigma^2 w(X) - (n - X)p\right\}
= \frac{1 - p^{n+1} - q^{n+1}}{(n + 1)pq} E\left\{\sigma^2 - (1 - p)\mu\right\}
= (1 - p^{n+1} - q^{n+1}) \frac{(N - 1)(N - 2)}{N(\alpha + \beta + 3)}.
\]
Hence, we have the theorem.

\[\square\]

4. Conclusion

In the present study, a bound for the total variation distance between the generalized hypergeometric and binomial distributions is obtained by using Stein’s method and the \(w\)-function associated with the generalized hypergeometric random variable. With this bound, it is observed that if \(\frac{N}{\alpha + \beta}\) is small, or \(\alpha + \beta\) is large, then the result in Theorem 3.1 gives a good binomial approximation, that is, the binomial distribution with parameters \(n = N - 1\) and \(p = \frac{\beta + 1}{\alpha + \beta + 2}\) can be used as an approximation of the generalized hypergeometric distribution with parameters \(\alpha, \beta\) and \(N\) when \(\alpha\) or \(\beta\) is sufficiently large. Moreover, it has no any conditions of their parameters in this approximation, which is different from the Poisson approximation as mentioned in (1.1).
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