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Abstract: The objective of this paper is to provide an alternative distribution for modeling overdispersed count data. We propose a negative binomial-Crack (NB-CR) distribution which is obtained by mixing the NB distribution with a CR distribution. This new formulation distribution contains as special cases three parameter distribution, namely, negative binomial-inverse Gaussian (NB-IG), negative binomial-Birnbaum-Saunders (NB-BS) and negative binomial-length biased inverse Gaussian (NB-LBIG). In addition, we present some properties of the new distribution such as the factorial moments, the first four moments, variance, skewness and kurtosis. Parameters estimation are also implemented using maximum likelihood method and the application of NB-CR distribution is carried out on a sample of count data. The results show that the NB-CR provides a better fit compared to the Poisson and the NB distribution.
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1. Introduction

Count data arise in many contexts and can be modeled by a Poisson distribu-
tion, which is a proper model for counting the number of occurrences over a time interval at random when not many occurrences are observed within a short period of time, they occur at a constant rate through time, and one occurrence of the phenomenon does not alter the probability of any future occurrence. Equality of mean and variance, called equal dispersion, is a quintessential characteristic of the Poisson distribution [12]. However, many count data often exhibit overdispersion, with a variance larger than the mean and an extension to the Poisson model is more appropriate. The negative binomial (NB) distribution is a popular alternative distribution for modeling overdispersed count data because it is more flexible in accommodating over-dispersion in comparison with the Poisson model.

The NB distribution is a mixture of Poisson distribution by mixing the Poisson and gamma distribution. Applications using the NB distribution can be found in many areas, for instance, economics [6], accident statistics [10], biostatistics [1], [7] and actuarial science [3], [16]. Although, the NB distribution allows for over-dispersion, it does not take care of excess zeros in the data. [9] studied on a tool for analyzing crash data characterized by a large amount of zeros. They pointed out that traditional statistical distributions or model, such as the Poisson and the NB distributions, cannot be used efficiently in models for count data with many zeros. The Poisson distribution tends to under-estimate the number of zeros given the mean of the data, while the NB may over-estimate zeros, but under-estimate observations with a count.

The problem of overdispersion and excess zeros is usually solved by introducing mixed Poisson or mixed NB distribution. In several studies, it is shown that mixed Poisson and mixed NB distribution provided better fit on count data compared to the Poisson and the NB distribution. These include the Poisson-inverse Gaussian [8], [13], [15], negative binomial-inverse Gaussian [5], negative binomial-Lindley [16], beta-negative binomial [14] and negative binomial-Beta Exponential [11]. Therefore, in order to provide another competitive alternative to the models above, a new mixed model is considered. We propose the negative binomial-Crack (NB-CR) distribution which is a new mixed NB distribution obtained by mixing the distribution of NB(r,p) where, \( p = \exp(-a) \) with distribution of CR(\( \lambda, \theta, \gamma \)). This new distribution has a heavy tail, seems to be positively skewed and may be considered as a competitive alternative for modeling overdispersed count data.

The purpose of this paper is to investigate the properties of the NB-CR distribution and its application. In Section 2 we present the distributions. Section 3 is concerned with mixture of the NB distribution with the CR distribution. Properties of the NB-CR distribution including the factorial moments, the first
four moments, variance, skewness, kurtosis and parameter estimation are given in Section 4 and 5, respectively. Section 6 provides an application to illustrate our methodology by a real data set and some conclusions are presented in the last section.

2. Preliminaries

As mentioned earlier, the NB-CR distribution is a mixture of the NB and Crack distributions. First we present the NB distribution and some of its properties.

The probability mass function (pmf) of NB distribution can be given as

\[ f(x) = \binom{r + x - 1}{x} p^r (1 - p)^x, \quad x = 0, 1, 2, \ldots \]  

where \( r > 0 \) and \( 0 < p < 1 \).

The first two moments about zero and the factorial moment of a NB distribution (see [2]) are respectively given by

\[ E(X) = \frac{r (1 - p)}{p}, \]
\[ E(X^2) = \frac{r (1 - p) [1 + r (1 - p)]}{p^2}, \]
\[ \mu[k](X) = E[X (X - 1) \cdots (X - k + 1)] = \frac{\Gamma(r + k) (1 - p)^k}{\Gamma(r) p^k}, \quad k = 1, 2, \ldots \]

where \( \Gamma(.) \) is the gamma function defined by

\[ \Gamma(t) = \int_0^\infty x^{t-1} \exp(-x) dx, \quad t > 0. \]

In order to maintain a self-contained analysis, we present the CR distribution with parameter \( \lambda, \theta, \gamma \), with its probability density function (pdf)

\[ g(x) = \frac{1}{\theta \sqrt{2\pi}} \left[ \gamma \lambda \left( \frac{\theta}{x} \right)^{3/2} + (1 - \gamma) \left( \frac{\theta}{x} \right)^{1/2} \right] \times \exp \left[ -\frac{1}{2} \left( \sqrt{\frac{x}{\theta}} - \lambda \sqrt{\frac{\theta}{x}} \right)^2 \right], \quad x > 0 \]
where \(\lambda > 0, \theta > 0\) and \(0 \leq \gamma \leq 1\).

The CR distribution was studied by [4] and it was shown there that its moment generating function is given by

\[
M_X(t) = \exp \left[ \frac{\lambda \left(1 - \sqrt{1 - 2\theta t}\right)}{\sqrt{1 - 2\theta t}} \right] \left[ 1 - \gamma \left(1 - \sqrt{1 - 2\theta t}\right) \right],
\]

(4) and exists if \(t < \frac{1}{2\theta}\).

**Definition 1.** Let \(X\) be a random variable which follows the negative binomial-Crack distribution with parameter \(r, \lambda, \theta\) and \(\gamma\), \(X \sim NB-CR(r, \lambda, \theta, \gamma)\), when \(X\) has a NB distribution with parameter \(r > 0\) and \(p = \exp(-a)\) where \(a\) is distributed as CR with positive parameters \(\lambda, \theta\) and \(\gamma\), i.e., \(X|a \sim NB(r, p = \exp(-a))\) and \(a \sim CR(\lambda, \theta, \gamma)\).

**3. The Negative Binomial-Crack (NB-CR) Distribution**

Now, we prove that the distribution of NB-CR is distributed according to Eq. 1 and that the unknown parameter, \(a\), follows a prior distribution as defined in Eq. 3.

**Theorem 2.** Let \(X \sim NB-CR(r, \lambda, \theta, \gamma)\). The probability mass function of \(X\) is given by

\[
h(x) = \binom{r + x - 1}{x} \sum_{j=0}^{x} \binom{x}{j} (-1)^{j} \frac{\exp \left[ \lambda \left(1 - \sqrt{1 + 2\theta (r + j)}\right) \right]}{\sqrt{1 + 2\theta (r + j)}} \times \left[ 1 - \gamma \left(1 - \sqrt{1 + 2\theta (r + j)}\right) \right],
\]

(5) where \(r, \lambda, \theta > 0\) and \(0 \leq \gamma \leq 1\).

**Proof.** If \(X|a \sim NB(r, p = \exp(-a))\) in Eq. 1 and \(a \sim CR(\lambda, \theta, \gamma)\) in Eq. 3, then the pmf of \(X\) can be obtained by

\[
h(x) = \int_{0}^{\infty} f(x|a) g(a; \lambda, \theta, \gamma) \, da,
\]

(6) where

\[
f(x|a) = \binom{r + x - 1}{x} \exp(-ar)(1 - \exp(-a))^{x}
\]
\[
\binom{r+x-1}{x} \sum_{j=0}^{x} \binom{x}{j} (-1)^j \exp(-a(r+j)). \tag{7}
\]

By substituting Eq. 7 into Eq. 6, we obtain

\[
h(x) = \binom{r+x-1}{x} \sum_{j=0}^{x} \binom{x}{j} (-1)^j \int_{0}^{\infty} \exp(-a(r+j)) g(a; \lambda, \theta, \gamma) \, da
\]

\[
= \binom{r+x-1}{x} \sum_{j=0}^{x} \binom{x}{j} (-1)^j M_a(-r-j). \tag{8}
\]

Substituting the moment generating function of CR distribution in Eq. 4 into Eq. 8, the pmf of NB-CR\((r, \lambda, \theta, \gamma)\) is finally given as

\[
h(x) = \binom{r+x-1}{x} \sum_{j=0}^{x} \binom{x}{j} (-1)^j \exp\left[\frac{\lambda}{\sqrt{1+2\theta(r+j)}} \right] \times \left[1 - \frac{\psi}{\mu} \left(1 - \sqrt{1 + 2\theta(r+j)}\right)\right].
\]

In order to study the behavior of the distribution for different values of \(r, \lambda, \theta, \gamma\), the pmf is calculated. We display some of these in the following corollaries and their graphs are shown in Fig. 1. From the graphs it can be shown that all of them seem unimodal, positively skewed.

**Corollary 3.** If \(\gamma = 1, \lambda = \frac{\psi}{\mu}\) and \(\theta = \frac{\mu^2}{\psi}\) then the NB-CR distribution reduces to the negative binomial-inverse Gaussian (NB-IG) distribution \([5]\) with pmf given by

\[
h(x) = \binom{r+x-1}{x} \sum_{j=0}^{x} \binom{x}{j} (-1)^j \times \exp\left[\frac{\psi}{\mu} \left(1 - \sqrt{1 + \frac{2\mu^2(r+j)}{\psi}}\right)\right], \quad x = 0, 1, 2, \ldots \tag{9}
\]

where \(r, \mu\) and \(\psi > 0\).
Figure 1: Some examples of probability mass functions of the NB-CR random variable with some specified values of \( r, \lambda, \theta \) and \( \gamma \).

**Proof.** Substituting \( \gamma = 1 \), \( \lambda = \frac{\psi}{\mu} \) and \( \theta = \frac{\mu^2}{\psi} \) into Eq. 5, then the pmf of \( X \) becomes

\[
h(x) = \binom{r + x - 1}{x} \sum_{j=0}^{x} \binom{x}{j} (-1)^j \frac{\exp \left( \frac{\psi}{\mu} \left( 1 - \sqrt{1 + \frac{2\mu^2(r+j)}{\psi}} \right) \right)}{\sqrt{1 + \frac{2\mu^2(r+j)}{\psi}}} \\
\times \left[ 1 - 1 \left( 1 - \sqrt{1 + \frac{2\mu^2(r+j)}{\psi}} \right) \right] \\
= \binom{r + x - 1}{x} \sum_{j=0}^{x} \binom{x}{j} (-1)^j \exp \left( \frac{\psi}{\mu} \left( 1 - \sqrt{1 + \frac{2\mu^2(r+j)}{\psi}} \right) \right).\]
Corollary 4. If $\gamma = \frac{1}{2}$ then the NB-CR distribution reduces to the negative binomial-Birnbaum-Saunders (NB-BS) distribution with pmf given by

$$h(x) = \binom{r+x-1}{x} \sum_{j=0}^{x} \binom{x}{j} (-1)^{j} \frac{\exp \left[ \lambda \left(1 - \sqrt{1 + 2\theta (r+j)} \right) \right]}{\sqrt{1 + 2\theta (r+j)}} \times 1 \left[ 1 + \sqrt{1 + 2\theta (r+j)} \right], \quad x = 0, 1, 2, \ldots$$

(10)

where $r, \lambda$ and $\theta > 0$.

Proof. Substituting $\gamma = \frac{1}{2}$ into Eq. 5, then we get the pmf of the NB-BS distribution of the random variable $X$ as

$$h(x) = \binom{r+x-1}{x} \sum_{j=0}^{x} \binom{x}{j} (-1)^{j} \frac{\exp \left[ \lambda \left(1 - \sqrt{1 + 2\theta (r+j)} \right) \right]}{\sqrt{1 + 2\theta (r+j)}} \times 1 \left[ 1 - \frac{1}{2} \left(1 - \sqrt{1 + 2\theta (r+j)} \right) \right] = \binom{r+x-1}{x} \sum_{j=0}^{x} \binom{x}{j} (-1)^{j} \frac{\exp \left[ \lambda \left(1 - \sqrt{1 + 2\theta (r+j)} \right) \right]}{\sqrt{1 + 2\theta (r+j)}} \times \frac{1}{2} \left[ 1 + \sqrt{1 + 2\theta (r+j)} \right].$$

We can see that the NB-BS distribution is a new mixed NB distribution by mixing the distributions of NB and BS. The pmf of NB-BS$(r, \lambda, \theta)$ can be derived by substituting the moment generating function of BS distribution in Eq. 11 into Eq. 8.

$$M_X(t) = \exp \left[ \lambda \left(1 - \sqrt{1 - 2\theta t} \right) \right] \frac{1}{2} \left[ 1 + \frac{1}{\sqrt{1 - 2\theta t}} \right].$$

(11)

Corollary 5. If $\gamma = 0$ then the NB-CR distribution reduces to the negative binomial-length biased inverse Gaussian (NB-LBIG) distribution with pmf given by

$$h(x) = \binom{r+x-1}{x} \sum_{j=0}^{x} \binom{x}{j} (-1)^{j}$$
\[
\begin{align*}
\times \frac{\exp \left[ \lambda \left( 1 - \sqrt{1 + 2\theta (r + j)} \right) \right]}{\sqrt{1 + 2\theta (r + j)}}, & \quad x = 0, 1, 2, \ldots \quad (12)
\end{align*}
\]

where \( r, \lambda \) and \( \theta > 0 \).

Proof. Substituting \( \gamma = 0 \) into Eq. 5, then we get the pmf of the NB-LBIG distribution of the random variable \( X \) as

\[
h(x) = \left( \frac{r + x - 1}{x} \right) \sum_{j=0}^{x} \binom{x}{j} (-1)^j \frac{\lambda \left( 1 - \sqrt{1 + 2\theta (r + j)} \right)}{\sqrt{1 + 2\theta (r + j)}}.
\]

The NB-LBIG is a new mixed NB distribution which can be obtained by mixing the NB distribution with a LBIG distribution. We can show the pmf of NB-LBIG\((r, \lambda, \theta)\) by substituting the moment generating function of LBIG distribution in Eq. 13 into Eq. 8.

\[
M_X(t) = \frac{\exp \left[ \lambda \left( 1 - \sqrt{1 - 2\theta t} \right) \right]}{\sqrt{1 - 2\theta t}}. \quad (13)
\]

From Corollary 3-5, we find that the NB-IG distribution and the new mixed NB; NB-BS distribution and NB-LBIG distribution are all special cases of the NB-CR distribution.

4. The Properties of the NB-CR Distribution

We now give an useful expansions for the pmf in Eq. 5. With the expansion, we can obtain mathematical properties of the NB-CR distribution and its special cases. The main result of this section is theorem and the subsequent corollaries which are concerned with the factorial moments. We hardly need to emphasize the necessity and importance of factorial moment in any statistical analysis especially in applied work. Some of the most important features and characteristics of a distribution can be studied through factorial moments (e.g., mean, variance, skewness and kurtosis).

**Theorem 6.** If \( X \sim \text{NB-CR}(r, \lambda, \theta, \gamma) \). Then the factorial moment of order \( k \) of \( X \) is given by

\[
\mu[k](x) = \frac{\Gamma(r + k)}{\Gamma(r)} \sum_{j=0}^{k} \binom{k}{j} (-1)^j \frac{\lambda \left( 1 - \sqrt{1 - 2\theta (k - j)} \right)}{\sqrt{1 - 2\theta (k - j)}},
\]

\[x = 0, 1, 2, \ldots, k \]
\[
\times \left[ 1 - \gamma \left( 1 - \sqrt{1 - 2\theta (k - j)} \right) \right], \quad k = 1, 2, \ldots
\]  

(14)

where \( r, \lambda, \theta > 0 \) and \( 0 \leq \gamma \leq 1 \).

**Proof.** From \([5]\), the factorial moment of order \( k \) of mixed NB distribution where \( p = \exp(-a) \) can be expressed in the terms of elementary function by

\[
\mu_{[k]}(X) = E_a \left( \frac{\Gamma (r + k) (1 - \exp(-a))^k}{\Gamma (r) \exp(-ak)} \right)
\]

\[
= \frac{\Gamma (r + k)}{\Gamma (r)} E_a (\exp(a) - 1)^k.
\]  

(15)

Using of a binomial expansion for the term \( (\exp(a) - 1)^k \), we can write \( \mu_{[k]}(x) \) as

\[
\mu_{[k]}(X) = \frac{\Gamma (r + k)}{\Gamma (r)} \sum_{j=0}^{k} \binom{k}{j} (-1)^j E (\exp(a (k - j)))
\]

\[
= \frac{\Gamma (r + k)}{\Gamma (r)} \sum_{j=0}^{k} \binom{k}{j} (-1)^j M_a (k - j).
\]  

(16)

From the moment generating function of CR distribution in Eq. 4 with \( t = k - j \), we have finally that \( \mu_{[k]}(X) \) can be written as

\[
\mu_{[k]}(X) = \frac{\Gamma (r + k)}{\Gamma (r)} \sum_{j=0}^{k} \binom{k}{j} (-1)^j \exp \left[ \lambda \left( 1 - \sqrt{1 - 2\theta (k - j)} \right) \frac{1}{\sqrt{1 - 2\theta (k - j)}} \left( 1 - \lambda \left( 1 - \sqrt{1 - 2\theta (k - j)} \right) \right) \right].
\]

As a consequence of this theorem, we have the following results.

**Corollary 7.** If \( \gamma = 1, \lambda = \frac{\psi}{\mu} \) and \( \theta = \frac{\mu^2}{\psi} \) then the factorial moments of negative binomial-crack reduces to

\[
\mu_{[k]}(X) = \frac{\Gamma (r + k)}{\Gamma (r)} \sum_{j=0}^{k} \binom{k}{j} (-1)^j
\]
\[
\times \exp \left[ \frac{\psi}{\mu} \left( 1 - \sqrt{1 - \frac{2(k-j)\mu^2}{\psi}} \right) \right], \quad k = 1, 2, \ldots
\] (17)

where \(r, \lambda\) and \(\theta > 0\). which is the same as the factorial moment of order \(k\) of NB-IG distribution (see [5]).

**Proof.** Substituting \(\gamma = 1, \lambda = \frac{\psi}{\mu}\) and \(\theta = \frac{\mu^2}{\psi}\) into Eq.14, we get

\[
\mu_{[k]}(X) = \frac{\Gamma(r+k)}{\Gamma(r)} \sum_{j=0}^{k} \binom{k}{j} (-1)^j \exp \left[ \frac{\psi}{\mu} \left( 1 - \sqrt{1 - \frac{2(k-j)\mu^2}{\psi}} \right) \right]
\]

\[
\times \left[ 1 - \left( 1 - \sqrt{1 - \frac{2(k-j)\mu^2}{\psi}} \right) \right]
\]

\[
= \frac{\Gamma(r+k)}{\Gamma(r)} \sum_{j=0}^{k} \binom{k}{j} (-1)^j \exp \left[ \frac{\psi}{\mu} \left( 1 - \sqrt{1 - \frac{2(k-j)\mu^2}{\psi}} \right) \right].
\] (18)

**Corollary 8.** If \(\gamma = \frac{1}{2}\) then the factorial moments of negative binomial-crack reduces to the factorial moment of order \(k\) of NB-BS distribution which is then given as

\[
\mu_{[k]}(X) = \frac{\Gamma(r+k)}{\Gamma(r)} \sum_{j=0}^{k} \binom{k}{j} (-1)^j \exp \left[ \lambda \left( 1 - \sqrt{1 - 2\theta(k-j)} \right) \right]
\]

\[
\times \frac{1}{2} \left[ 1 + \sqrt{1 - 2\theta(k-j)} \right], \quad k = 1, 2, \ldots
\] (19)

where \(r, \lambda\) and \(\theta > 0\).

**Proof.** Substituting \(\gamma = \frac{1}{2}\) into Eq.14, we get

\[
\mu_{[k]}(X) = \frac{\Gamma(r+k)}{\Gamma(r)} \sum_{j=0}^{k} \binom{k}{j} (-1)^j \exp \left[ \lambda \left( 1 - \sqrt{1 - 2\theta(k-j)} \right) \right]
\]

\[
\times \frac{1}{2} \left[ 1 + \sqrt{1 - 2\theta(k-j)} \right].
\]
which is the same as the factorial moment of order $k$ of NB-BS distribution, can be derived by substituting the moment generating function of BS distribution in Eq. 11 into Eq. 16.

**Corollary 9.** If $\gamma = 0$ then the factorial moments of negative binomial-crack reduces to the factorial moment of order $k$ of NB-LBIG distribution which can be written as

$$
\mu_{[k]}(X) = \frac{\Gamma(r + k)}{\Gamma(r)} \sum_{j=0}^{k} \binom{k}{j} (-1)^j \exp \left[ \lambda \left(1 - \sqrt{1 - 2\theta (k-j)}\right) \right] \frac{\sqrt{1 - 2\theta (k-j)}}{\sqrt{1 - 2\theta (k-j)}}, \; k = 1, 2, \ldots
$$

where $r, \lambda$ and $\theta > 0$.

**Proof.** Substituting $\gamma = 0$ into Eq.14, we get

$$
\mu_{[k]}(X) = \frac{\Gamma(r + k)}{\Gamma(r)} \sum_{j=0}^{k} \binom{k}{j} (-1)^j \exp \left[ \lambda \left(1 - \sqrt{1 - 2\theta (k-j)}\right) \right] \frac{\sqrt{1 - 2\theta (k-j)}}{\sqrt{1 - 2\theta (k-j)}}, \; k = 1, 2, \ldots
$$

We can see that the above equation is the same as the factorial moment of order $k$ of NB-LBIG distribution which is obtained by substituting the moment generating function of LBIG distribution in Eq. 13 into Eq. 16.

From the factorial moments of NB-CR distribution, for convenience we let $\delta = \sqrt{1 - 2\theta}, \zeta = \sqrt{1 - 4\theta}, \vartheta = \sqrt{1 - 6\theta}$ and $\kappa = \sqrt{1 - 8\theta}$, the first four order moments about zero, variance, skewness and kurtosis are respectively given by

$$
E(X) = r \left( \frac{1 - \gamma (1 - \delta)}{\delta} \exp \left( \lambda (1 - \delta) \right) \right) - r,
$$

$$
E(X^2) = \exp (\lambda) \left( \frac{(r^2 + r) (1 - \gamma (1 - \zeta)) \exp (-\lambda \zeta)}{\zeta} \right. - \left. \frac{(2r^2 + r) (1 - \gamma (1 - \delta)) \exp (-\lambda \delta)}{\delta} \right) + r^2,
$$

$$
E(X^3) = \exp (\lambda) \left( \frac{(r^3 + 3r^2 + 2r) (1 - \gamma (1 - \vartheta)) \exp (-\lambda \vartheta)}{\vartheta} \right)
$$
\[-\frac{(3r^3 + 6r^2 + 3r) (1 - \gamma (1 - \zeta)) \exp (-\lambda \zeta)}{\zeta} + \frac{(3r^3 + 3r^2 + r) (1 - \gamma (1 - \delta)) \exp (-\lambda \delta)}{\delta}\]
\[-\left(3r^3 + 3r^2\right) (1 - \gamma (1 - \delta)) \left(1 - \gamma (1 - \zeta)\right) \exp \left(\lambda (1 - \delta - \zeta)\right)\]

\[+ 2r^3 \left(\frac{(1 - \gamma (1 - \delta)) \exp (-\lambda \delta)}{\delta} \right)^3 \exp (2\lambda) \right) / (\text{var} (X))^{3/2},\]

Kurtosis ($X$)

\[= \exp (\lambda) \left(\frac{r^4 + 6r^3 + 11r^2 + 6r} {\kappa} \right) (1 - \gamma (1 - \kappa)) \exp (-\lambda \kappa)\]

\[- \left(\frac{6r^3 + 18r^2 + 12r} {\theta} \right) (1 - \gamma (1 - \theta)) \exp (-\lambda \theta)\]

\[+ \left(7r^2 + 7r\right) (1 - \gamma (1 - \zeta)) \exp (-\lambda \zeta)\]

\[- r (1 - \gamma (1 - \delta)) \exp (-\lambda \delta)\]

\[-4r^2 \left(\frac{(1 - \gamma (1 - \delta)) \exp (-\lambda \delta)}{\delta} \right)^2 \exp (\lambda)\]

\[+ \left(12r^3 + 12r^2\right) (1 - \gamma (1 - \delta)) \left(1 - \gamma (1 - \zeta)\right) \exp (\lambda (1 - \delta - \zeta))\]

\[- \left(\frac{4r^4 + 12r^3 + 8r^2} {\vartheta} \right) (1 - \gamma (1 - \delta)) \left(1 - \gamma (1 - \vartheta)\right) \exp (\lambda (1 - \delta - \vartheta))\]

\[+ \left(6r^4 + 6r^3\right) \left(\frac{(1 - \gamma (1 - \delta)) \exp (-\lambda \delta)}{\delta} \right)^2 \left(1 - \gamma (1 - \zeta)\right) \exp (\lambda (2 - \zeta))\]

\[\quad \delta \zeta\]

\[+ \left(6r^4 + 6r^3\right) \left(\frac{(1 - \gamma (1 - \delta)) \exp (-\lambda \delta)}{\delta} \right)^3 \exp (2\lambda)\]

\[+ \left(6r^4 + 6r^3\right) \left(\frac{(1 - \gamma (1 - \delta)) \exp (-\lambda \delta)}{\delta} \right)^4 \exp (3\lambda) \right) / (\text{var} (X))^2.\]

5. Parameters Estimation

The parameters estimation of NB-CR distribution will be done via the Maximum Likelihood Estimation (MLE) procedure. The likelihood function of the NB-CR($r, \lambda, \theta, \gamma$) is given by

\[L(r, \lambda, \theta, \gamma) = \prod_{i=1}^{n} \left(\frac{r + x_i - 1}{x_i}\right) \sum_{j=0}^{x_i} \frac{x_i}{j} ((-1)^j)\]
\[
\frac{\exp \left[ \lambda \left( 1 - \sqrt{1 + 2\theta (r + j)} \right) \right]}{\sqrt{1 + 2\theta (r + j)}} \times \left[ 1 - \gamma \left( 1 - \sqrt{1 + 2\theta (r + j)} \right) \right],
\]
from which we calculate the log-likelihood function
\[
\ell(r, \lambda, \theta, \gamma) = \log \mathcal{L}(r, \lambda, \theta, \gamma) = \frac{1}{n} \sum_{i=1}^{n} \left( \log (x_i) - \log \Gamma(r + x_i) - \log \Gamma(r) \right)
+ \frac{1}{n} \sum_{i=1}^{n} \left( \log \sum_{j=0}^{x_i} \binom{x_i}{j} (-1)^j \exp \left[ \lambda \left( 1 - \sqrt{1 + 2\theta (r + j)} \right) \right] \right)
\times \left[ 1 - \gamma \left( 1 - \sqrt{1 + 2\theta (r + j)} \right) \right].
\]
It can be verified that the first partial derivatives \( \ell(r, \lambda, \theta, \gamma) \) with respect to \( r, \lambda, \theta \) and \( \gamma \), we then obtain the following differential equations;
\[
\frac{\partial}{\partial r} \ell(r, \lambda, \theta, \gamma)
= \sum_{i=1}^{n} \left( \psi(r + x_i) - n\psi(r) \right)
+ \sum_{i=1}^{n} \left( \sum_{j=0}^{x_i} \binom{x_i}{j} (-1)^j \frac{\partial}{\partial r} \left( \frac{\exp[\lambda(1-Z_j)]}{Z_j} \right) [1 - \gamma (1 - Z_j)] \right),
\]
where \( \psi(k) = \frac{\Gamma'(k)}{\Gamma(k)} \) is the digamma function.
\[
\frac{\partial}{\partial \theta} \ell (r, \lambda, \theta, \gamma) = \sum_{i=1}^{n} \frac{\partial}{\partial \theta} \log \sum_{j=0}^{x_i} \left( -1 \right)^j \frac{\exp [\lambda (1 - Z_j)]}{Z_j} [1 - \gamma (1 - Z_j)]
\]

\[
\frac{\partial}{\partial \gamma} \ell (r, \lambda, \theta, \gamma) = \sum_{i=1}^{n} \frac{\partial}{\partial \gamma} \log \sum_{j=0}^{x_i} \left( -1 \right)^j \frac{\exp [\lambda (1 - Z_j)]}{Z_j} [1 - \gamma (1 - Z_j)]
\]

where \( Z_j = \sqrt{1 + 2\theta (r + j)} \).

These four derivative equations cannot be solved analytically, as they need to rely on Newton-Raphson: a simple iterative numerical method to approximate MLE. In practice \( \hat{r}, \hat{\lambda}, \hat{\theta} \) and \( \hat{\gamma} \) are the solution of the estimating equations obtained by differentiating the likelihood in terms of \( r, \lambda, \theta \) and \( \gamma \) and solving them to zero. Therefore, \( \hat{r}, \hat{\lambda}, \hat{\theta} \) and \( \hat{\gamma} \) will be obtained by maximizing the log-likelihood function using a numerical iterative method.
6. Results and Discussion

The results of the proposed distribution in this study show that the NB-CR distribution is a new mixed distribution to extend the NB distribution and CR distribution studied by [4]. The NB-CR distribution represents generalization of distribution for count data, including the NB-IG [5], NB-BS and NB-LBIG distribution.

For one application of NB-CR distribution is applied on a sample of count data. We used a data set which was obtained from [8], provides information on 9,461 automobile insurance policies whereby the number of accidents of each policy has been recorded. The Poisson, NB and NB-CR distributions are fitted to the data. We summarize the observed and expected frequencies, grouped in classes of expected frequency greater than five for the chi-square goodness of fit test (Table 1). Based on the p-value, the NB-CR distribution provides a better fit compared to the Poisson and the NB for count data where the probability at zero has a large value.

Table 1: Observed and expected frequencies of accident data

<table>
<thead>
<tr>
<th>No.of claims</th>
<th>No.of drivers</th>
<th>Fitting distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Poisson</td>
</tr>
<tr>
<td>0</td>
<td>7840</td>
<td>7638.3</td>
</tr>
<tr>
<td>1</td>
<td>1317</td>
<td>1634.6</td>
</tr>
<tr>
<td>2</td>
<td>239</td>
<td>174.9</td>
</tr>
<tr>
<td>3</td>
<td>42</td>
<td>12.5</td>
</tr>
<tr>
<td>4</td>
<td>14</td>
<td>0.7</td>
</tr>
<tr>
<td>5</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>8+</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Estimated parameters</td>
<td>λ = 0.214</td>
<td>̂r = 0.701</td>
</tr>
<tr>
<td></td>
<td>̂p = 0.765</td>
<td>λ = 1.269</td>
</tr>
<tr>
<td></td>
<td></td>
<td>̂γ = 0.909</td>
</tr>
<tr>
<td>Chi-squares</td>
<td>293.803</td>
<td>8.657</td>
</tr>
<tr>
<td>d.f.</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>p-value</td>
<td>&lt; 0.001</td>
<td>0.014</td>
</tr>
</tbody>
</table>
7. Conclusion

This paper offers NB-CR distribution which is obtained by mixing the NB distribution with a CR distribution. We find that the NB-IG distribution, NB-BS distribution and NB-LBIG distribution are all special cases of this distribution. We have derived several properties of the NB-CR distribution which includes the factorial moments, mean, variance, skewness and kurtosis. In addition, the parameters estimation of the NB-CR distribution via maximum likelihood method are also implemented. Finally, we have compared efficiencies of the NB-CR distribution with the Poisson and the NB distribution, fitting distribution by using real data. Based on the results, it is shown that the NB-CR distribution provides a better fit compared to the Poisson and the NB distribution.
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