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Abstract: In this paper, a genetic algorithm (GA) reformulation that combines the properties of max-plus algebra is outlined. This theoretical analysis provides a useful framework for the determination the optimal solution of an optimization problem through a fitness function. The model allows us to handle the many properties, concepts and techniques of GA’s in a simplified manner.
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1. Introduction

GA’s are utilized to solve a variety of problems in fields such as artificial intelligence in computer science, bioinformatics, manufacturing, and mathematics. However, not all optimization problems, classical or otherwise, can be solved by using GA. Certain optimization problems known as variant problems fall into
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this category. This is because poorly known fitness functions generate inefficient chromosome blocks, despite the fact that only good chromosome blocks crossover. In addition, even though GA explores the optimization search space using the population of search points, it is usually plagued by poor convergence properties [14]. In order to correct this and some of other well known disadvantages of GA’s we reformulate the GA scheme using max-plus algebra.

Max-plus algebra has been applied to several fields including optimal control and the solution of homogeneous two-sided systems of equations [4, 3] and the solvability concepts for interval systems of linear equations, [11, 13], as well as to systems theory [1]. It becomes imperative to investigate new methods such as provided by max-plus algebra to improve GA’s.

2. Preliminaries

In max-plus algebra, we consider the algebraic structure made up of the triple $(\mathbb{R}_{\text{max}}, \oplus, \otimes)$, where $\mathbb{R}_{\text{max}} = \mathbb{R} \cup \{-\infty\}$ and $\oplus, \otimes$ are operations defined by $a \oplus b = \max(a, b)$ and $a \otimes b = a + b$, for $a, b \in \mathbb{R}_{\text{max}}$. The algebraic structure is an idempotent semi-ring whose elements are the usual real numbers together with $-\infty$ which will be denoted by $\varepsilon$ throughout this paper and 0 will be denoted by $e$.

The algebraic structure establishes a duality between probability and optimization based on this algebra. It has been shown that the max operator models the fact that as soon as the preconditions to a task has been fulfilled, the task itself can be fulfilled [2].

Applications of this algebraic structure to optimization requires the solution of the max-plus linear equation in $\mathbb{R}^{n \times n}_{\text{max}}$, whose generalized form can be written as $A \otimes X \oplus b = C \otimes X \oplus d$. This max-plus formulation helps to provide a mathematical framework model for the population dynamics of the GA processes and it also addresses some of the disadvantages of Genetic algorithms.

For matrices and vectors, the max-plus algebra operations are defined as follows. Let $M = 1, \ldots, m$, $N = 1, \ldots, n$ and let $A, B, C \in \mathbb{R}^{n \times m}_{\text{max}}$, for $i \in N$ and $j \in M$. Let $A = (a_{ij})$, $B = (b_{ij})$ and $C = (c_{ij})$ be matrices of compatible sizes, then

\[
A \oplus B = (a_{ij} \oplus b_{ij}) \\
A \otimes B = (\Sigma_k a_{ik} \otimes b_{kj}) \\
= \max_k (a_{ik} + b_{kj})
\]
and $\alpha \otimes A = (\alpha \otimes a_{ij})$
$= A \otimes \alpha$

In particular, the matrix product $A \otimes B$ is defined for matrices $A \in \mathbb{R}^{m \times p}$, $B \in \mathbb{R}^{p \times n}$ as a matrix $C \in \mathbb{R}^{m \times n}$ by the formula

$$C_{ij} = \oplus_{k=1}^{p} (a_{ik} \otimes b_{kj}) = \max_{k=1,...,p}(a_{ik} + b_{kj})$$ (1)

for $i = 1, ..., m, j = 1, ..., n$.

**Theorem 1.** Let $N = 1, ..., n$. Let $A, B \in \mathbb{R}^{m \times n}$ and let $(C_1(j, i), C_2(j, i), ...)$ $= C(j, i) = A_j - B_i$ and denote by $C_k(j, i)$ the $k$-th component of $C(j, i), k \in N$. Let $A, B$ be such that for all $i, j, k \in N$ with $j = k \neq i, C_k(j, i) > C_i(j, i)$. Then the equation $A \otimes x = B \otimes x$ is solvable if and $C$ is definite.

**Proof.** See for example, [4].

### 2.1. One-Sided-Linear-System and Eigenvalue Problems

We consider the following one-sided linear system and eigenvalue problems and their solutions which are major concepts in max-plus algebra and are adopted for our formulation of GA’s. Consider the equations:

$$A \otimes x = b$$ (2)

$$A \otimes x = \lambda \otimes x$$ (3)

To solve the systems (2), (3) we define the following:

$$S(A, b) = \{ x \in R^n | A \otimes x = b \}$$

$$M_j(A, b) = \{ k \in M | (a_{kj} - b_k) = \max_{i=1,...,m}(a_{ij} - b_i) \}, \forall j \in N,$$

$$\bar{x}_j = -\max_{i=1,...,m}(a_{ij} - b_i), \forall j \in N.$$
columns $A_j, a_{kj} \neq \varepsilon$, we can also remove the columns from the system. We can therefore assume that $b$ is finite without loss of generality. If $b$ is finite and $A_j = \varepsilon$, then $x_j \in x$. Such matrices are called row R-astic (column R-astic). A matrix is called doubly R-astic if it is both row and column R-astic [8]. We can therefore suppose without loss of generality that $A$ is doubly $R$-astic, that is $A$ has no $A_j = \varepsilon$ rows and columns, [8]. The following theorem shows that the system (1) has solution if and only if $\bar{x}$ is a solution to the system.

**Theorem 2.** Let $A \in \mathbb{R}^{m \times n}$ be doubly R-astic and $b \in \mathbb{R}^m$. Then $x \in S(A, b)$ if and only if

(i) $x \leq \bar{x}$ and

(ii) $\bigcup_{j \in N_x} M_j(A, b) = M$ where $N_x = \{j \in N \mid x_j = \bar{x}_j\}$

Corollary (1) below gives the condition for the solution of the system $A \otimes x = b$ and Corollary (2) provides the condition for uniqueness of solution of the systems.

**Corollary 1.** Let $A \in \mathbb{R}^{m \times n}$ be doubly R-astic and $b \in \mathbb{R}^m$. Then the following 3 statements are equivalent:

(i) $S(A, b) \neq \emptyset$

(ii) $\bar{x} \in S(A, b)$

(iii) $\bigcup_{j \in N} M_j(A, b) = M$

**Corollary 2.** Let $A \in \mathbb{R}^{m \times n}$ be doubly R-astic and $b \in \mathbb{R}^m$. Then $S(A, b) = \{\bar{x}\}$ if and only if:

(i) $\bigcup_{j \in N} M_j(A, b) = M$ and

(ii) $\bigcup_{j \in N'} M_j(A, b) \neq M$ for any $N' \subseteq N, N' \neq N$

The maximum cycle mean of a matrix is of fundamental importance in max-plus algebra since it is the greatest max-algebraic eigenvalue for any square matrix. The max-plus eigenvalue-eigenvector problem $A \otimes x = \lambda \otimes x$ has a unique value of $\lambda = \lambda(A)$, called the eigenvalue of $A$ to which there is an $x \in \mathbb{R}^{n_{\max}}$ satisfying the equation $A \otimes x = \lambda \otimes x$. The unique eigenvalue is the maximum cycle mean of $A$ that is

$$\lambda(A) = \max_{\sigma} \frac{\omega(A, \sigma)}{l(\sigma)}$$

where $\sigma = (i_1, ..., i_k)$ denotes an elementary cycle (that is a cycle with no repeated node except the first and the last one) in $D_A$, $\omega(A, \sigma) = a_{i_1i_2} + ... + a_{i_1i_k}$ is the weight of $\sigma$ and $l(\sigma) = k$ is the length of $\sigma$. The maximization is taken over elementary cycles of all lengths in $D_A$, including the loops. The computation of the maximum cycle mean is difficult since the number of cycles is very large.
in general. The best known method currently is Karp’s algorithm \cite{10} which is based on the following theorem:

**Theorem 3.** If $A = (a_{ij}) \in \mathbb{R}^{n \times n}_{max}$ is irreducible then

$$
\lambda(A) = \max_{j \in \mathbb{N}} \min_{k \in \mathbb{N}} \frac{F_{n+1}(j) - F_k(j)}{n+1-j}
$$

where $F_k(j)$ is the maximum weight of an $s-j$ path of length $k$.

Now let

$$
\Gamma(A) = A \otimes A^2 \otimes A^3 \otimes \ldots \quad (4)
$$

$$
\triangle(A) = I \oplus \Gamma(A) = I \oplus A \oplus A^2 \oplus A^3 \oplus \ldots \quad (5)
$$

The matrix $\Gamma(A)$ is the weak transitive closure of $A$ if the series in (5) converges, and $\triangle(A)$ is the strong transitive closure of $A$. We use these matrices to describe all non-trivial solutions (if any) to the max-plus equation:

$$
A \otimes x = x \quad (6)
$$

in the case of $\Gamma(A)$ and all finite solutions to

$$
A \otimes x \leq \lambda \otimes x \quad (7)
$$

in the case of $\triangle(A)$. If $\lambda(A) \leq 0$ then $\Gamma(A) = A \oplus A^2 \oplus A^3 \oplus \ldots \oplus A^k$ for every $k \geq n$. If $A$ is irreducible and $n > 1$ then $\Gamma(A)$ is finite. Hence if $\lambda(A) \leq 0$ then it implies $A^k \leq A \oplus A^2 \oplus A^3 \oplus \ldots \oplus A^n$ for every $k \geq 1$ and therefore $\Gamma(A)$, for any matrix with $\lambda(A) \leq 0$ exists, and is equal to $A \oplus A^2 \oplus A^3 \oplus \ldots \oplus A^n$.

Again if $\lambda(A) \leq 0$ we have $\triangle(A) = I \oplus \Gamma(A) = I \oplus A \oplus A^2 \oplus A^3 \oplus \ldots \oplus A^k$ for every $k \geq n-1$ which implies that $A \otimes \triangle(A) = A \otimes (I \oplus A \oplus A^2 \oplus A^3 \oplus \ldots \oplus A^{k-1}) = A \oplus A^2 \oplus A^3 \oplus \ldots \oplus A^n = \Gamma(A) \leq \triangle(A)$, that is every column of $\triangle(A)$ is a solution to $A \otimes x \leq x$. Similarly if $\lambda(A) \leq 0$ we have $A \otimes \Gamma(A) = A \otimes (A \oplus A^2 \oplus A^3 \oplus \ldots \oplus A^n) = A^2 \oplus A^3 \oplus \ldots \oplus A^{n+1} \leq A^2 \oplus A^3 \oplus \ldots \oplus A^{n+1} = \Gamma(A)$ which also implies that every column of $\Gamma(A)$ is also a solution to $A \otimes x \leq x$. If $\lambda(A) = 0$, then at least one column of $\Gamma(A)$ is a solution to $A \otimes x = x$. We note that $A \otimes x \leq \lambda \otimes x$ has a finite solution if and only if $\lambda(A) \leq \lambda$.

The conjugate of $A = a_{ij} \in R^{m \times n}$ is $A^* = (a_{ij}^*)' \in R^{n \times m}, i \in M, j \in N$, where $a_{ij}^* = (a_{ji})^*$. The importance of conjugation in solving the system (1) is shown by the following theorem:

**Theorem 4.** If $A \in R^{m \times n}, b \in R^m$ and $x \in R^n$ then $A \otimes x \leq b$ if and only if $x \leq A^* \otimes' b$ where $\otimes'$ is a dual operation.
Corollary 3. If $A \in \mathbb{R}^{m \times n}$, $b \in \mathbb{R}^{m}$ and $c \in \mathbb{R}^{n}$ then
(a) $A^* \otimes' b$ is the greatest solution to $A \otimes x \leq b$, that is:
$A \otimes (A^* \otimes' b) \leq b$
(b) $A \otimes x = b$ has a solution if and only if $\bar{x}$ is a solution and
(c) $A \otimes (A^* \otimes' (A \otimes c)) = A \otimes c$

where $\bar{x} = A^* \otimes' b$ is the principal solution to $A \otimes x \leq b$ and $A \otimes x = b$.

3. Max-Plus Formulation of Genetic Algorithm

The basic concept of GAs is to simulate processes in a system based on the principle of natural selection. The technique begins with with a set of possible solutions (chromosomes) called population. Usually, evolution through selection, mutation, and recombination of these solutions leads to a better desired solution, which, hopefully converges to the sought optimal solution. These solutions (offspring) are selected based on a fitness function.

GA’s are usually applied to discrete event systems. In general, such systems are nonlinear in conventional algebra. Reformulation of such systems using max-plus algebra reduces them to linear systems. Consider the following optimization problem:

$$
Max(f(x_i), i = 1, ..., n)
$$
subject to:
$$
V_i + W_i = B_i,
$$
where $V_i, W_i, B_i$ are vectors. By Theorem 4 and Corollary 3, the solution to problem (8) exists if it can be converted to max-plus form. If the system above can be characterized as a discrete event system in which only synchronization and no concurrency or choice occurs [6], then the system can be converted into a max-plus linear system, even though the original system may be a nonlinear programming problem.

The max-plus algebra formulation for the above system (8) becomes:

$$
\bigoplus_{i=1}^{n} f(x_i) = V_i \bigotimes_{i=1}^{n} W_i = B_i
$$

By Theorems 1, 4, and Corollary 3, problem (9) has a solution.
3.1. Max-plus GA Steps

Consider the initial population $P$ of chromosomes which are selected randomly based on the requirements imposed on the solution, then

$$P = \begin{bmatrix}
x_1 \\
x_2 \\
\vdots \\
x_n
\end{bmatrix}$$

where $x(i) \in \Omega$ is selected randomly.

Note that for any GA, a chromosome representation is needed to describe each individual in the population of interest. The following section describes the max-plus formulation for GAs.

1. Evaluation Process

Individual chromosomal strengths of the population are determined by evaluating their max-plus fitness using the function $f$. That is:

$$\begin{bmatrix}
f(x_1) \\
f(x_2) \\
\vdots \\
f(x_n)
\end{bmatrix} = \max (f(x_1), f(x_2), ..., f(x_n)) \quad (10)$$

and $x(i) = x_{\max} \in \Omega$ is the fittest chromosome to survive in the next generation.

2. Selection Process

A probabilistic selection is performed based on the the fitness of the individual such that the better chromosomes have more advantage of being selected. There are several selection schemes [12]. In “Roulette wheel” for example, the probability of each individual $P_i$ is given by:

$$P(\text{Chromosome } i \text{ is chosen}) = \frac{f(x_j)}{\sum_{i}^{n} f(x_i)}$$
where \( f(x_i) \) is fitness of chromosome \( i \). The distribution of a randomly chosen chromosome (in population) after selection is given by:

\[
x(n) = \frac{\sigma(f(x_j)x_j(n))}{\sum_i^n \sigma(f(x_i))x_i(n)}
\]

where \( \sigma \) is the selection function.

A new population is obtained where \( y_i = x_j \), that is:

\[
P' = \begin{bmatrix}
y_1 \\
y_2 \\
: \\
y_n
\end{bmatrix}
\]

All of the chromosomes of \( P' \) are those of \( P \) and the expectation of the number of occurrences of any chromosome of \( P \) in \( P' \) is proportional to the number of occurrences of that chromosome in \( P \) multiplied by the chromosomes fitness value, that is \( E(x_i) = x_i f(x_i) \).

3. Reproduction Process

The chromosomes of \( P' \) are grouped for mating according to a new probabilistic rule and transformation \( T \). The new groups are:

\[
Q_1 = \begin{bmatrix}
y_{i1} \\
y_{i_2} \\
: \\
y_{i_{q1}}
\end{bmatrix} \quad Q_2 = \begin{bmatrix}
y_{i_1} \\
y_{i_2} \\
: \\
y_{i_{q2}}
\end{bmatrix} \quad \ldots \quad Q_j = \begin{bmatrix}
y_{i_1} \\
y_{i_2} \\
: \\
y_{i_{q_j}}
\end{bmatrix} \ldots
\]

Applying the crossover transformation process we have:

\[
Q^T = \begin{bmatrix}
T_1(y_{i_1^1}, y_{i_1^2}, \ldots, y_{i_1^{q_1}}) \\
T_2(y_{i_2^1}, y_{i_2^2}, \ldots, y_{i_2^{q_2}}) \\
\vdots \\
T_{q_j}(y_{i_j^1}, y_{i_j^2}, \ldots, y_{i_j^{q_j}})
\end{bmatrix}
\]

This results in the next generation population of chromosomes

\[
P'' = \begin{bmatrix}
z_1 \\
z_2 \\
\vdots \\
z_n
\end{bmatrix}
\]
where $T_l(y_{i1}, y_{i2}, ..., y_{iq_j}) = z_l, l = 1, ..., n$. $P''$ then undergoes a mutation process. Mutation serves as a supporting operator for restoring lost genetic traits. Thus, with a very small probability we replace $z_i$ with $w_i$ for some randomly chosen element and this gives a new population

$$P''' = \begin{bmatrix}
  w_1 \\
  w_2 \\
  \vdots \\
  w_n 
\end{bmatrix}$$

If we are not satisfied with the solution, we start all over with $P'''$ as the initial population and the cycle is repeated a certain number of times depending on the fitness function.

### 3.2. Max-plus Search Space and Fitness Function

To formulate the max-plus model for genetic algorithm, we consider the space $\Omega = \{x_1, x_2, ..., x_n\}$ as a finite set of possible solutions of the GA known as the search space or solution space. For each $x_i \in \Omega$, $1 \leq i \leq n$ where the $x_i$'s are chromosomes or individuals. We claim that the solution space is an idempotent semi-ring.

**Theorem 5.** The GA search space is a max-plus commutative idempotent semi-ring.

**Proof.** We note that $\oplus$ is associative in the search space, that is for all chromosomes $x_1, x_2, x_3 \in \Omega$, $x_1 \oplus (x_2 \oplus x_3) = (x_1 \oplus x_2) \oplus x_3$ and commutative with zero element $\varepsilon$, thus $x_1 \oplus \varepsilon = \varepsilon \oplus x_1 = x_1$. Again we see that $\otimes$ is associative, distributive over $\oplus$ and has unit element $e$ since for all elements $x_1, x_2, x_3 \in \Omega$, $x_1 \otimes (x_2 \oplus x_3) = (x_1 \otimes x_2) \oplus (x_1 \otimes x_3)$ and $x_1 \otimes e = ex_1 \otimes x_1 = x_1$. Next, $\varepsilon$ is absorbing for $\otimes$ since $x_1 \otimes \varepsilon = \varepsilon \otimes x_1 = \varepsilon$ for all $x_1 \in \Omega$. We know that $\otimes$ is commutative for all chromosomes $x_1, x_2 \in \Omega$ since $x_1 \otimes x_2 = x_2 \otimes x_1$. Finally, $\oplus$ is idempotent, and so for all $x_1 \in \Omega$, $x_1 \oplus x_1 = x_1$. Hence the GA search space is a max-plus commutative idempotent semi-ring.

We now consider the function given by $f : \Omega \rightarrow \mathbb{R}_{max}$ defined on some domain, then the goal of the function $f$ is to evaluate the maximum functional value determined by a chromosome in the search space, that is $x_i \in \Omega$ such that $f(x_i) \rightarrow f_{max}(x_i)$ for all $1 \leq i \leq n$. The individual chromosome $x_i \in \Omega$ which gives the maximum fitness is the fittest chromosome to survive in the
next generation. That is,
\[ f(x_1) \oplus f(x_2) \oplus ... \oplus f(x_n) = \max(f(x_1), f(x_2), ..., f(x_n)) \]
\[ = \max_{i \in n} f(x_i) \]
\[ = \arg\max_{i \in n} f(x_i) \]

Thus given a search space \( \Omega = \{x_1, x_2, ..., x_n\} \) and a function \( f : \Omega \rightarrow \mathbb{R}_{\text{max}} \), we have \( f_{\text{max}} = f(x_{\text{max}}) = \arg\max_{i \in n} f(x_i) \) where \( x_{\text{max}} \) is the fittest chromosome and \( f_{\text{max}} \) is the maximum fitness.

3.3. Max-Plus Formulation for Population Dynamics in Genetic Algorithms

We use population dynamics model to illustrate the theoretical framework outlined in Sections 3.1 and 3.2. Given any population \( X \) then, the population is a vector of chromosomes \( x^{(k)} \) given by:

\[
    x^{(k)} = \begin{bmatrix}
        x_1^{(k)} \\
        x_2^{(k)} \\
        \vdots \\
        x_n^{(k)}
    \end{bmatrix}
\]

where \( x_i^{(k)} \) is the number of chromosomes at generation \( k \).

The probability that a member of the \( k^{th} \) population will survive to become a member of the \((k + 1)^{th}\) population is \( P_k \), where \( 0 \leq P_k \leq 1 \), \( k = 1, 2, ..., n - 1 \). Let \( b_k \) be the reproduction rate, then \( b_k \geq 0 \) for \( k = 1, 2, ..., n \). Then these numbers can be written in matrix form as follows:

\[
    T = \begin{bmatrix}
        b_1 & b_2 & b_3 & \cdots & b_{n-1} & b_n \\
        P_1 & 0 & 0 & \cdots & 0 & 0 \\
        0 & P_2 & 0 & \cdots & 0 & 0 \\
        \vdots & \vdots & \vdots & \cdots & \vdots & \vdots \\
        0 & 0 & 0 & \cdots & P_{n-1} & 0 
    \end{bmatrix}
\]

where \( T \) is the projection matrix. Operating \( T \) on the population vector \( x^{(k)} \) produces the population vector for the next generation. This procedure is represented as a recursive max-plus equation of the form

\[
    x^{(k+1)} = T \otimes x^{(k)} \tag{12}
\]
which generate the following system of linear equations:

\[
\begin{bmatrix}
  x_1^{(k+1)} \\
  x_2^{(k+1)} \\
  \vdots \\
  x_n^{(k+1)}
\end{bmatrix} = 
\begin{bmatrix}
  b_1 & b_2 & b_3 & \cdots & b_{n-1} & b_n \\
  P_1 & 0 & 0 & \cdots & 0 & 0 \\
  0 & P_2 & 0 & \cdots & 0 & 0 \\
  \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
  0 & 0 & 0 & \cdots & 0 & P_{n-1}
\end{bmatrix}
\otimes
\begin{bmatrix}
  x_1^{(k)} \\
  x_2^{(k)} \\
  \vdots \\
  x_n^{(k)}
\end{bmatrix}
\]

which can be expanded as the following systems of linear max-plus equations:

\[
x_1^{(k+1)} = (b_1 \otimes x_1^{(k)}) \oplus (b_2 \otimes x_2^{(k)}) \oplus \cdots \oplus (b_n \otimes x_n^{(k)}) = \max[(b_1 + x_1^{(k)}), (b_2 + x_2^{(k)}), \ldots, (b_n + x_n^{(k)})]
\]

\[
x_2^{(k+1)} = (P_1 \otimes x_1^{(k)}) \oplus (0 \otimes x_2^{(k)}) \oplus \cdots \oplus (0 \otimes x_n^{(k)}) = \max[(P_1 + x_1^{(k)}), (0 + x_2^{(k)}), \ldots, (0 + x_n^{(k)})]
\]

\[
\vdots
\]

\[
x_n^{(k+1)} = (0 \otimes x_1^{(k)}) \oplus (0 \otimes x_2^{(k)}) \oplus \cdots \oplus (P_{n-1} \otimes x_{n-1}^{(k)}) \oplus (0 \otimes x_n^{(k)}) = \max[x_1^{(k)}, x_2^{(k)}, \ldots, P_{n-1} + x_{n-1}^{(k)}, x_n^{(k)}]
\]

The population distribution at any generation \(k\) is therefore given by:

\[
x^{(k+1)} = T \otimes x^{(k)}
\]

\[
= T \otimes (T^{\otimes k} \otimes x^{(0)})
\]

\[
= (T \otimes T^{\otimes (k-1)}) \otimes x^{(0)}
\]

\[
= \underbrace{T \otimes T \otimes \ldots \otimes T}_{k \text{ times}} \otimes x^{(0)}
\]

\[
= T^{\otimes k} \otimes x^{(0)}
\]

We note that the numerical evaluation of \(T^{\otimes k}\) is \(k \times T\) in conventional algebra. Thus, if we know the initial generation vector

\[
x^{(0)} = 
\begin{bmatrix}
  x_1^{(0)} \\
  x_2^{(0)} \\
  \vdots \\
  x_n^{(0)}
\end{bmatrix}
\]

We can determine the next vector by multiplying \(x^{(0)}\) by an appropriate power of the projection matrix. Alternatively, equation (5) can be interpreted in the
max-plus algebra as follows:

\[ \mathbf{x}^{(n+1)} = T \otimes \mathbf{x}^{(n)} \]
\[ = (T_{i1} \otimes x_i^{(n)}) \oplus \ldots \oplus (T_{in} \otimes x_n^{(n)}) \]
\[ = \bigoplus_{j=1}^{k} (T_{ij} \otimes x_j^{(n)}) \]
\[ = \max_{1 \leq j \leq k} (T_{ij} + x_j^{(n)}) \]

The subsequent generations is obtained by the max-plus multiplication of the projection matrix \( T \) by an initial matrix from the search space related to the population dynamics of the problem. Hence \( \mathbf{x}^{(n+1)} = \max_{1 \leq j \leq k} (T_{ij} + x_j^{(n)}) \) is the fittest population to begin the next cycle.

### 3.4. Convergence of the Max-Plus GA

To establish convergence, we expect that the algorithm tends to an optimum. We note in general that the search space in GA is simply a set without any norm or distance measure. Therefore we cannot anticipate convergence criteria saying that \( x^{n+1} \) tends to a limiting value (optimum) as \( n \) tends to infinity. Instead, we require that the best solution would be a measure of diversity of the chromosomes. To see this, we look at the max-plus asymptotic behavior of \( x(k) \) quantitatively. We consider \( \{x(k) : k \in \mathbb{N}\} \) as a sequence in the max-plus algebra and assume that for all \( j \in \mathbb{N} \) the quantity \( \eta_j \), defined by

\[ \eta_j = \lim_{k \to \infty} \frac{x_j^{(k)}}{k} \quad (14) \]

exists, where

\[ x_i^{(k+1)} = \max_{1 \leq i \leq n} (A_{ij} + x_j^{(k)}), \forall 1 \leq i \leq n \quad (15) \]

Then the vector \( \eta = (\eta_1, \eta_2, \ldots, \eta_n)^T \) is called the cycle time vector of the sequence \( \mathbf{x}^{(k)} \). If all \( \eta_j \)'s have the same value, this value is called the asymptotic growth rate of the sequence \( \mathbf{x}(k) \). In this case the sum of deviations among individuals become smaller and smaller and there is lack of improvement in the best solution over a specified number of generations determined by the cycle time vector. We apply the max-plus asymptotic growth rate of the sequence \( \mathbf{x}(n) \) to terminate the genetic algorithm. We note that equation (8) is a linear system in the max-plus semi-ring \( \mathbf{x}^{(n+1)} = A \otimes \mathbf{x}^{(n)} \) and apply the population
convergence criteria of GA’s and use a measure of diversity in the current population to predict the solution to the problem. This may not guarantee a global maximum. The solution may turn out to be a local maximum. It is possible to combine the GA model with Simulated Annealing, for example, to prevent settling for a local maximum [14].

3.5. The Max-Plus GA Complete Model

We present the complete max-plus GA formulation and specify the interaction between the projection matrix and the generation vectors. The fitness function is evaluated by the max-plus equation

\[
 f(x_1) \oplus f(x_2) \oplus \ldots \oplus f(x_n) = \max(f(x_1), f(x_2), \ldots, f(x_n)) \\
 = \max_{i \in n} f(x_i) \\
= \arg \max_{i \in n} f(x_i) \quad \text{where } x_i \in \Omega
\]

The population dynamics for the generation is given by the max-plus equations

\[
x^{(k+1)} = T \otimes x^{(k)} \\
= T \otimes (T^{\otimes (k)} \otimes x(0)) \\
= (T \otimes T^{\otimes (k)}) \otimes x(0) \\
= \underbrace{T \otimes T \otimes \ldots \otimes T}_{\text{ktimes}} \otimes x(0) \\
= T^{\otimes k} \otimes x(0)
\]

Therefore for a given \(x(0)\), the sequence \(x(k), k = 1, 2, \ldots\) generated by the max-plus equation \(x^{(k+1)} = T \otimes x^{(k)}, k \geq 0\) yield a sequence of increasingly better solutions indicated by the iterates \(x(k)\) with the projection matrix. This is shown by the function \(\max_{1 \leq j \leq k}(T_{ij} + x_j(n))\) below, which shows the maximum of the interaction between the projection matrix and the current population vector and in max-plus, this is the fittest population to begin the next generation.

\[
x(n + 1) = T \otimes x(n) \\
= (T_{i1} \otimes x_1(n)) \oplus \ldots \oplus (T_{in} \otimes x_n(n)) \\
= \bigoplus_{j=1}^{k}(T_{ij} \otimes x_j(n))
\]
The equation below actually plays a larger role in max-plus algebra representation of convergence of the GA that is,

\[ T \otimes x(n) = \lambda \otimes x(n) \quad \text{and} \quad \lim_{k \to \infty} \frac{x_j(k)}{k} = \eta_j \]

where \( \eta_j's \) are the cycle-time vectors of the sequence \( x(k) \) and

\[ x_i(k) = \max_{1 \leq i \leq n} (A_{ij} + x_j(k - 1)), \forall 1 \leq i \leq n \]

4. Conclusion

We have reformulated GA optimization method in a more effective manner. Our theoretical approach obtains the optimal solution to a constrained optimization problem using GA by comparing the analytical determination of the fitness function using max-plus algebra [15].

One of the disadvantages of GAs is that the fitness function may lead to GA solving a different problem entirely from the originally intended one or GA can converge to a local solution, instead of the sought after global solution. Our max-plus algebra formulation ensures that maximum fitness function is obtained by summing the functional values of all chromosomes in the search space \( \Omega \), that is \( \max_{i \in \Omega} f(x_i) \) for which \( x_i = x_{\text{max}} \) is the fittest chromosomes. Many of the equations that are encountered in real life to which GA’s are applied are nonlinear in conventional algebra but become linear in the max-plus algebra. This leads to more convenient solution in terms of computational cost.

Another issue with GAs is setting the correct population size. If the population count is too small, the investigation may cover too little of the search space to find the optimum solution. The max-plus formulation does not restrict the number of chromosomes in the population. Finally, the use of the stable growth max-plus equation \( \lambda^{(k+1)} = \lambda \otimes x^{(k)} \) normalizes the GA system and makes it stable with constant population. Hence the lengthy and complicated trial-and-error procedure whose purpose is to adjust the parameters of the GA is avoided.
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