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1. Introduction

Let $\Omega$ be an open bounded domain in $\mathbb{R}^n$ ($n = 1, 2, 3$), with a regular boundary $\partial\Omega$. For $T > 0$ we denote by $\Pi = \Omega \times ]0, T[ , \Sigma = \partial\Omega \times ]0, T[$ and consider the infinite dimensional bilinear evolution system
\[
\begin{align*}
\begin{cases}
\frac{\partial u(x,t)}{\partial t} & = Au(x,t) + Q(t)Bu(x,t) & \text{II} \\
u(x,0) & = u_0(x) & \Omega \\
u(x,t) & = 0 & \Sigma 
\end{cases} 
\end{align*}
\]

where \(A\) generates a strongly continuous semigroup \((S(t))_{t \geq 0}\) of bounded linear operators the Banach space \(L^2(\Omega)\) see [11]. We assume that \(B : L^2(\Omega) \to L^2(\Omega)\) is a linear bounded operator.

Let \(U_M = \{Q \in L^\infty([0,T]) \mid -M \leq Q(t) \leq M\}\) the control space, \(M\) is a positif constant. The system (1) is bilinear relative to the pair \((Q, u)\), and its solution \(u\) is a nonlinear function on \(u\) see [2].

For a given \(u_0 \in L^2(\Omega)\), (1) written as

\[
\begin{align*}
u_Q(x,t) & = S(t)u_0(x) + \int_0^t S(t-s)Q(s)Bu_Q(x,s)ds. 
\end{align*}
\]

and solutions of (2) are often called mild solutions of (1). The existence of a unique solution \(u_Q(x,t)\) in \(C([0,T];L^2(\Omega))\) satisfying (2), follows from standard results in [2].

The interest of these systems lies in the fact that many natural and industrial process have intrinsically bilinear structure. The increasing demand for groundwater as a drinking water resource requires the development of remediation methods. The damage caused by contaminants to the groundwater varies spatially due to the migration of the contaminants through the water and soil. Optimal control strategies for realistic contaminant transport models can expedite the remediation efforts.

Consider saturated flow through an idealized tube packed with soil which contains some contaminant. the initial concentration of contaminant along the length of the tube is known. A fluid will be pumped through the tube to remove the contaminant. The contaminant concentration is represented by \(u(x,t)\) with \(x\) denoting the length along the tube axis measured from flow entrance \((x = 0)\) to its total length \((x = L)\) and \(t\) denoting time. The contaminant concentration satisfies the solute transport equation,

\[
\begin{align*}
\begin{cases}
\frac{\partial u(x,t)}{\partial t} & = \kappa \frac{\partial^2 u(x,t)}{\partial x^2} - v(t) \frac{\partial u(x,t)}{\partial x} & ]0, L[ \times ]0, T[ \\
u(x,0) & = u_0(x) & ]0, L[ \\
u(0,t) & = 0 & ]0, T[ \\
u_x(L,t) & = 0 & ]0, T[ 
\end{cases} 
\end{align*}
\]

The function \(v(t)\) is the convective velocity due to the fluid pumped into the tube. The coefficient \(\kappa\) is the "dispersion-diffusion" coefficient, which reflects
the effects of the diffusion of the solute in the water as well as the dispersive
effects of the water flowing through the soil pores.
To understand optimal control of the parabolic bilinear equation (3) governing
groundwater flow, consider the performance criterion (cost functional)
\[
\min_{v \in U_M} \left[ \alpha \int_0^L u(x, T)dx + \frac{\beta}{2} \int_0^T v^2(t)dt \right]
\]
for a positive constants \(\alpha, \beta\) which is a combination of the final amount of con-
taminant and the cost of applying the control. Lenhart 1995 characterized the
optimal control solution of (4).
For background on infinite dimensional distributed bilinear systems as (1), see
[2]. To point at some of the relevant literature for problem under investigation
[9, 3]. They used controls acting through \(Q(t)u\).
Here our control being a time-dependent scalar coefficient in the bilinear term
\(Q(t)Bu\) as considered by [1], but for more general operator \(A\) and \(B\).
Recently the concept of regional analysis for infinite dimensional systems were
developed by El Jai and Zerrik, see [6], and concerns the study of the classical
analysis notions (controllability, observability, stability and so on) only on a
subregion \(\omega\) of the system evolution domain \(\Omega\).
The system (1) is said to be approximately controllable in \(\omega \subset \Omega\), if for all
\(u^d \in L^2(\omega)\) and \(\varepsilon > 0\), there exist a control \(Q \in L^2([0, T])\) such that
\[
||\chi_\omega u_Q(x, T) - u^d(x)||_{L^2(\omega)} \leq \varepsilon
\]
where \(u^d\) is a desired state in the space \(L^2(\Omega)\) and \(\chi_\omega : L^2(\Omega) \rightarrow L^2(\omega)\) is the
restriction operator to \(\omega\).
The principal reasons for considering these regional notions is that, they are
close to real applications, there exists systems which are controllable in some
subregion \(\omega \subset \Omega\) but not controllable in the whole domain \(\Omega\), and controlling
regionally a system is cheaper than controlling it in the whole domain, see [6].
In the last ten years there has been an increasing interest in the study of
regional analysis for systems of parabolic and hyperbolic equations, see for
instance [6, 15], and [13].
In this paper our main result is solving the regional bilinear controllability
problem of distributed systems expressed by
\[
\min_{Q \in U_M} J(Q)
\]
where \(J\) is the functional
\[
J(Q) = ||\chi_\omega u_Q(T) - u^d||_{L^2(\omega)}^2 + \frac{\eta}{2} ||Q||_{L^2([0, T])}^2
\]
This problem was considered by (Zerrik and al. 2011 see [14]) and solved using unbounded control set, which is difficult from numerical point of view. Here we deal with the problem (5), where the control is bounded, this case is the most natural, and often encountered in real applications. To characterize the optimal control solution of the above problem, we propose an approach based on quadratic cost control problem see [3], which involves the minimization of the norm control and the final state error. This is the aim of this paper and is organized as follows.

We will discuss in the second section, the quadratic cost control problem associated to (5). We show the existence of an optimal control by a minimizing sequence argument. And, we derive a characterization for optimal controls, using the solution of an optimality system, that consists of the equation (1) coupled with an adjoint equation. In Section 3, we give a numerical approach which leads to an algorithm, that we illustrate in Section 4 through numerical simulations.

2. Regional Quadratic Control Problem

The goal of this section is to justify that the minimum of problem 5 can be achieved, and to characterize an optimal control $Q^* \in U_M$.

**Theorem 1.** There exists a pair $(\bar{u}, Q^*) \in C([0, T]; L^2(\Omega)) \times U_M$, such that $\bar{u}$ is the unique solution of

$$\begin{cases}
\frac{\partial u(x, t)}{\partial t} = Au(x, t) + Q^*(t)Bu(x, t) & \Pi \\
u(x, 0) = u_0(x) & \Omega \\
u(x, t) = 0 & \Sigma
\end{cases}$$

(7)

and $Q^*$ is a optimal control which minimizes the objective functional $J(Q)$ over $U_M$.

**Proof.** The solutions $u_Q(x, t)$ of the equation (1) are weak solutions in $W = L^2(0, T; L^2(\Omega))$ see [10, 5].

Using (2), and the bound $C$ of the strongly continuous semigroup $(S(t))_{t \geq 0}$ in all finite interval of $[0, T]$ see [11], we have

$$||u_Q(t)||_W \leq C||u_0||_{L^2(\Omega)} + C||B|| \int_0^t |Q(s)|||u_Q(s)||_W \, ds$$
Using Gronwall inequality, see [2], we obtain

$$\|u_Q(t)\|_W \leq C_1 \exp(C\|B\|MT)$$

(8)

with $C_1 = C\|u_0\|_{L^2(\Omega)}$.

The set $\{J(Q) \mid Q \in U_M\}$ is nonempty and bounded from below. Let the minimizing sequence $\{Q_n\}, n = 1, 2, \ldots$, be such that

$$J^* = \lim_{n \to +\infty} J(Q_n) = \inf_{Q \in U_M} J(Q)$$

$J(Q_n) \text{ is then bounded, it follows that } ||Q_n||_{L^2([0,T])} \text{ is also bounded.}$

Let $u_n(x,t) = u_{Q_n}(x,t)$, we conclude from (8), that $||u_n||_W$ are uniformly bounded independently of $n$.

From the priori estimates we deduce that

$$||Au_n||_W \leq M_1, ||Q_nBu_n||_W \leq M_2, \text{ and } ||u'_n||_W \leq M_3$$

where $M_i, \{i = 1, 2, 3\}$ are positive constants.

From these bounds, there exist subsequences with the following convergence properties:

$$Q_n \rightharpoonup Q^* \quad \text{weakly in } L^2(0,T)$$

$$u_n \rightharpoonup \bar{u} \quad \text{weakly in } W$$

$$Au_n \rightharpoonup \chi \quad \text{weakly in } W$$

$$Q_nB(\bar{u}_n) \rightharpoonup \Lambda \quad \text{weakly in } W$$

$$u'_n \rightharpoonup \Psi \quad \text{weakly in } W$$

(9)

classical argument, see [10], we verify that $\bar{u}(0) = u_0$, and we can pass to the limit in equation (1), associated with $(Q_n, u_{Q_n})$ as $n \to \infty$. Then $\bar{u}' = \Psi$, $A\bar{u} = \chi$ and $Q^*B\bar{u} = \Lambda$. Consequently $\bar{u} = u(Q^*)$.

Now we verify that $Q^*$ is an optimal control.

Using the lower semi continuity of the norms, (applying Fatou’s Lemma), we deduce

$$J(Q^*) = \inf_n \int_0^T (\chi_\omega u_n(x,T) - u_d)^2 + \frac{\eta}{2} \int_0^T Q_n^2(t)dt$$

$$\leq \lim_{n \to \infty} J(Q_n) = \inf_Q J(Q)$$

(10)

then $Q^*$ is an optimal control.

**Remark 2.** If we consider the state equation with a source term $f \in L^\infty(0,T;L^2(\Omega))$, \n
$$\frac{\partial u}{\partial t} = Au + Q(t)Bu + f \quad \Pi$$
the same well-posedness and regularity results as (1) hold, but the constant $C_1$ in (8), takes the form

$$C_1 = C(||u_0||_{L^2(\Omega)} + ||f||_{L^\infty(0,T;L^2(\Omega))}).$$

To obtain a characterization of the optimal control, we must derive the optimality system by differentiating the cost functional $J(Q)$ with respect to the control $Q$. We examine the differentiability of $Q \rightarrow u(Q)$ with respect to $Q$.

**Lemma 3.** The map

$$Q \in U_M \rightarrow u = u(Q) \in W$$

is differentiable in the following sense:

$$\frac{u(Q + \epsilon h) - u(Q)}{\epsilon} \rightarrow \psi \text{ weakly in } W$$

as $\epsilon \to 0$ where $Q + \epsilon h \in U_M$, $h \in L^\infty([0,T])$. Moreover $\psi = \psi(u,h)$ satisfies

$$\begin{cases}
\psi_t(x,t) = A\psi(x,t) + Q(t)B\psi(x,t) + h(t)B\bar{u}(x,t) & \Pi \\
\psi(x,0) = \psi_0(x) = 0 & \Omega \\
\psi(x,t) = 0 & \Sigma
\end{cases}$$

(11)

where $\bar{u} = u(Q^*)$.

**Proof.** Consider $u^\epsilon = u(Q + \epsilon h)$, then

$$\varphi(x,t) = \frac{u^\epsilon - u}{\epsilon}(x,t)$$

is the weak solution of

$$\begin{cases}
\frac{\partial \varphi(x,t)}{\partial t} = A\varphi(x,t) + Q(t)B\varphi(x,t) + h(t)Bu^\epsilon & \Pi \\
\varphi(x,0) = 0 & \Omega \\
\varphi(x,t) = 0 & \Sigma
\end{cases}$$

(12)

Using (8) and Remark 2, we obtain

$$||\frac{u^\epsilon - u}{\epsilon}||_W \leq ||hBu^\epsilon||_{L^\infty(0,T;L^2(\Omega))} \exp(CMT||B||)$$

$$\leq C_2$$

where $C_2$ is independent of $\epsilon$ since the bound on $||u^\epsilon||_{L^\infty(0,T;L^2(\Omega))}$ is independent of $\epsilon$, and the weak convergence to $\psi$ is obtained. We also have

$$\frac{(u^\epsilon - u)}{\epsilon} \rightarrow \text{ strongly in } L^2(\Omega) \text{ as } \epsilon \to 0$$
see [9], we conclude that $\psi$ satisfies (11).

We have also the weak convergence of the traces $\frac{(u^\varepsilon - u)}{\varepsilon}(x, T)$, in $L^2(\Omega)$ see [9].

We are ready to characterize the optimal control, by deriving the optimality system through differentiating $J(Q)$ with respect to $Q$ at an optimal control.

**Theorem 4.** Given an optimal control $Q^*$ in $U_M$, and the corresponding solution $\bar{u} = u(Q^*)$ to (1), the adjoint equation

\[
\begin{aligned}
\frac{\partial p(x, t)}{\partial t} &= -A^*p(x, t) - Q^*(t)B^*p(x, t) \\
p(x, T) &= (\bar{u}(T) - \chi^*_\omega u^d) \\
p(x, t) &= 0
\end{aligned}
\]

(13)

has a unique solution $p \in W$.

$A^*$ the adjoint operator of the operator $A$, generates a strongly continuous semigroup $(S^*(t))_{t \geq 0}$ of bounded linear operators on $L^2(\Omega)$, and $B^*$ is the linear bounded operator adjoint of the operator $B$, $\chi^*_\omega$ is the adjoint operator of $\chi_\omega$, defined from $L^2(\omega) \rightarrow L^2(\Omega)$, and given by

\[
\chi^*_\omega u(x) = \begin{cases} 
  u(x) & x \in \omega \\
  0 & x \in \Omega \setminus \omega
\end{cases}
\]

Moreover,

\[
Q^*(t) = \max \left( -M, \min \left( -\frac{2}{\eta} \int_\omega \chi_\omega B\bar{u}\chi_\omega dx, M \right) \right)
\]

(14)

**Proof.** Consider $Q \in U_M$ and let $h \in L^\infty(0, T)$ such that $Q + \epsilon h \in U_M$ for
$\epsilon > 0$. The derivative of $J(Q)$ with respect to $Q$ in the direction $h$ satisfies.

$$0 \leq \lim_{\epsilon \to 0} \frac{J(Q + \epsilon h) - J(Q)}{\epsilon}$$

$$= \lim_{\epsilon \to 0} \int_{\Omega} \frac{(\chi_\omega u^\epsilon - u^d)^2 - (\chi_\omega u - u^d)^2}{\epsilon} dx$$

$$+ \lim_{\epsilon \to 0} \frac{\eta}{2} \int_0^T (Q + \epsilon h)^2 - Q^2 dt$$

$$= \lim_{\epsilon \to 0} \int_{\Omega} \chi_\omega \frac{(u^\epsilon - u)}{\epsilon} (\chi_\omega u^\epsilon + \chi_\omega u - 2u^d) dx$$

$$+ \lim_{\epsilon \to 0} \frac{\eta}{2} \int_0^T (2hQ + \epsilon h^2) dt$$

$$= 2 \int_{\Omega} \chi_\omega \psi(x, T) \chi_\omega (u(x, T) - \chi_\omega^* u^d) dx$$

$$+ \eta \int_0^T hudt$$

$$= 2 \int_{\Omega} \chi_\omega \psi(x, T) \chi_\omega p(x, T) dx + \eta \int_0^T hQ dt$$

$$= 2 \int_{\Omega} \chi_\omega^* \chi_\omega \left[ \int_0^T \frac{\partial p}{\partial t} dt + \int_0^T \frac{\partial \psi}{\partial t} dt \right] dx$$

$$+ \eta \int_0^T hQ dt$$

Integrating by parts, yields

$$0 \leq \lim_{\epsilon \to 0} \frac{J(Q + \epsilon h) - J(Q)}{\epsilon}$$

$$= 2 \int_{\Omega} \chi_\omega \chi_\omega \left[ \int_0^T \frac{\partial p}{\partial t} dt + \int_0^T \frac{\partial \psi}{\partial t} dt \right] dx$$

$$+ \eta \int_0^T hQ dt$$

The system (11) gives

$$0 \leq \frac{1}{2} \lim_{\epsilon \to 0} \frac{J(Q + \epsilon h) - J(Q)}{\epsilon}$$

$$= \int_{\Omega} \chi_\omega^* \chi_\omega \int_0^T \psi \frac{\partial p}{\partial t} dt dx + \eta \int_0^T hQ dt$$

$$+ \int_{\Omega} \chi_\omega^* \chi_\omega \left[ \int_0^T (A\psi + Q(t)B\psi + h(t)B\bar{u}) dt \right] dx$$
And using the system (13) we obtain
\[
0 \leq \lim_{\epsilon \to 0} \frac{J(Q^*(t) + \epsilon h) - J(Q^*(t))}{\epsilon} \\
\leq 2 \int_\omega \chi_\omega \chi_\omega \left[ \int_0^T \psi \left( \frac{\partial p}{\partial t} + A^* p + Q^*(t) B^* p \right) dt \right] dx \\
+ 2 \int_\omega \chi_\omega \chi_\omega \int_0^T h(t) B \bar{u} dt dx + \eta \int_0^T h Q^*(t) dt \\
= 2 \int_0^T h(t) \langle \chi_\omega B \bar{u}; \chi_\omega p(t) \rangle_{L^2(\omega)} + \eta \int_0^T h Q^*(t) dt \\
= \int_0^T \left[ 2 \langle \chi_\omega B \bar{u}(x,t); \chi_\omega p(t) \rangle_{L^2(\omega)} + \eta Q^*(t) \right] h(t) dt
\]
Thus, using the arbitrary variation of \( h \), and bounds on the control set, we have
\[
Q^*(t) = \max \left( -M, \min \left( -\frac{2}{\eta} \langle \chi_\omega B \bar{u}; \chi_\omega p(t) \rangle_{L^2(\omega)}, M \right) \right)
\]

3. Numerical Approach

Consider the one dimensional system
\[
\begin{cases}
\frac{\partial u(x,t)}{\partial t} = \lambda \frac{\partial^2 u(x,t)}{\partial x^2} - Q(t) \beta u(x,t) & ]0, 1[ \times ]0, T[ \\
u(0) = u_0 & ]0, 1[ \\
u(0, t) = u(1, t) = 0 & ]0, T[
\end{cases}
\]
and the problem (5), which solution \( Q^* \) is given by the formula
\[
Q^*(t) = \max \left( -M, \min \left( -\frac{2\beta}{\eta} \langle \chi_\omega \bar{u}; \chi_\omega p(t) \rangle_{L^2(\omega)}, M \right) \right)
\]
where \( \bar{u} = u(Q^*) \) solution of (20), \( p \) is solution of the adjoint equation associated to (20), and given by
\[
\begin{cases}
-\frac{\partial p(x,t)}{\partial t} = \lambda \frac{\partial^2 p(x,t)}{\partial x^2} - Q^*(t) \beta p(x,t) & ]0, 1[ \times ]0, T[ \\
p(T) = (\bar{u}(T) - \chi_\omega u^d) & ]0, 1[ \\
p(0, t) = p(1, t) = 0 & ]0, T[
\end{cases}
\]
The following result enables us to simplify the above expression of $Q^*(t)$.

**Proposition 5.** Consider the system (20), for $M$ large enough, the optimal control is given by

$$Q^*(t) = \frac{2\beta}{\eta} \langle \chi_\omega \bar{u}(x,t); \chi_\omega p(x,t) \rangle_{L^2(\omega)}$$  \hspace{1cm} (23)

**Proof.** Since $Q = 0 \in U_M$, we have,

$$J(0) = ||\chi_\omega u^0(T) - u^d||^2_{L^2(\omega)} \geq J(Q^*) \geq \frac{\eta}{2} || Q^*(t) ||^2_{L^2(0,T)}$$

where $u^0$ satisfies (20) with control $Q = 0$ and $Q^* \in U_M$ is an optimal control. Thus $J(0)$ gives a bound of $|| Q^*(t) ||^2_{L^2(0,T)}$ that is independent of $M$. On an interval $(0, \tau)$ with $\tau \in [0, T]$, $u = u(Q^*)$ the solution of (20) satisfy

$$\int_0^1 \int_0^\tau \frac{\partial u(x,t)}{\partial t} u(x,t) dtdx = \lambda \int_0^1 \int_0^\tau \frac{\partial^2 u}{\partial x^2} u dtdx$$

$$- Q^*(t) \beta u^2(x,t) dtdx$$

So

$$\int_0^1 \left[ \frac{u^2(x,t)}{2} \right]_0^\tau dx = -\lambda \int_0^\tau \int_0^1 \left( \frac{\partial u(x,t)}{\partial x} \right)^2 dxdt$$

$$- \int_0^1 \int_0^\tau Q^*(t) \beta u^2(x,t) dtdx$$

which gives

$$\frac{1}{2} \int_0^1 u^2(x,\tau) dx = \frac{1}{2} \int_0^1 u^2_0(x) dx$$

$$+ \frac{\beta}{2} \int_0^1 \int_0^\tau (Q^*)^2(t) u^2(x,t) dtdx$$

$$+ \frac{\beta}{2} \int_0^1 \int_0^\tau u^2(x,t) dtdx$$
Rearranging yields
\[
\int_0^1 u^2(x, \tau) dx = \int_0^1 u_0^2(x) dx
\]
\[
+ \int_0^\tau \frac{\beta}{2} (Q^*)^2(t) + 1 \left( \int_0^1 u^2 dx \right) dt
\]
and Gronwall’s inequality implies,
\[
\int_0^1 u^2(x, Q^*) dx \leq \| u_0 \|_{L^2([0,1])}^2 \exp \frac{\beta}{2} (\| Q^*(t) \|_{L^2(0,T)}^2 + T)
\]
\[
\leq \| u_0 \|_{L^2([0,1])}^2 \exp \left( \frac{\beta}{2} J(0) + \frac{\beta T}{2} \right)
\]
which is bounded independently of \( M \).
And by the same method, one obtain
\[
\int_0^1 p^2(x, Q^*) dx \leq \| p(T) \|_{L^2([0,1])}^2 \exp \frac{\beta}{2} (\| Q^*(t) \|_{L^2(0,T)}^2 + T)
\]
\[
\leq \| p(T) \|_{L^2([0,1])}^2 \exp \left( \frac{\beta}{2} J(0) + \frac{\beta T}{2} \right)
\]
which is also bounded independently of \( M \).
From (19) and for \( \omega \in ]0, 1[ \), we obtain
\[
Q^*(t) \leq |Q^*(t)|
\]
\[
\leq \frac{2\beta}{\eta} \left( \int_0^1 u^2 dx \right)^{1/2} \left( \int_0^1 p^2 dx \right)^{1/2}
\]
\[
\leq M_1
\]
where \( M_1 \) is independent of \( M \).
For \( M > M_1 \), (21) becomes
\[
Q^*(t) = \frac{2\beta}{\eta} \langle \chi_\omega \tilde{u}(x, t); \chi_\omega p(t) \rangle_{L^2(\omega)}.
\]
Corollary 6. An optimal control $Q^*$, the corresponding state $\bar{u}$, and the adjoint state $p$ are necessarily linked by the following relations:

\begin{align}
Q^*(t) &= \frac{2\beta}{\eta} \langle \chi_\omega \bar{u}(x,t); \chi_\omega p(t) \rangle_{L^2(\omega)} \\
\frac{\partial \bar{u}}{\partial t} &= \lambda \frac{\partial^2 \bar{u}}{\partial x^2} - Q^*(t)\beta \bar{u} \quad ]0,1[ \times ]0, T[ \\
-\frac{\partial p}{\partial t} &= \lambda \frac{\partial^2 p}{\partial x^2} - Q^*(t)\beta p \quad ]0,1[ \times ]0, T[ \\
\bar{u}(x,0) &= u_0(x) \quad ]0,1[ \\
p(x,T) &= (\bar{u}(T) - \chi_\omega^* u^d) \quad ]0,1[ \\
\bar{u}(0,t) &= \bar{u}(1,t) = 0 \quad ]0,T[ \\
p_n(0,t) &= p_n(1,t) = 0 \quad ]0,T[ \\

\text{The computation of an optimal control, solution of the problem (5), can be realized by the following formula}

\begin{align}
Q_{n+1}(t) &= \frac{2\beta}{\eta} \langle \chi_\omega u_n(x,t); \chi_\omega p_n(t) \rangle_{L^2(\omega)} \\
Q_1 &= 0
\end{align}

where $u_n$ is the solution of (20) associated with $Q_n$, and $p_n$ is the solution of the adjoint equation

\begin{align}
-\frac{\partial p_n}{\partial t} &= \lambda \frac{\partial^2 p_n}{\partial x^2} - Q_n(t)\beta p_n \quad ]0,1[ \times ]0, T[ \\
p_n(T) &= (\bar{u}_n(T) - \chi_\omega^* y^d) \quad ]0,1[ \\
p_n(0,t) &= p_n(1,t) = 0 \quad ]0,T[
\end{align}

which allows to consider the following algorithm

**Algorithm**
Step 1: Initialize system data.
- \( u_0, Q_0 = 0 \), and desired state \( u^d \).
- Define threshold accuracy \( \varepsilon \), subregion \( \omega \) and time \( T \).

Step 2: Until \( \| Q_{n+1} - Q_n \| \leq \varepsilon \) repeat
- Solve the equation (20), which gives \( u_n(t) \).
- Solve the equation (28), which gives \( P_n(t) \).
- Compute \( Q_{n+1} \) by the formula (27).

Step 3: The control \( Q_n \) steers the system (20) to the desired state \( u^d \) at time \( T \).

4. Simulations

Consider the system (20), with \( \lambda = \beta = 0.01 \), and the problem (5) with \( \eta = \frac{1}{5} \). We take \( u_0(x) = 2x(1 - x^3) \), and the desired state \( u^d(x) = 0.94x(x - 1)(x + 1) \).

Applying the previous algorithm for different subregions, we obtain:

- Case of \( \omega = [0.25, 0.55[ \), and \( T = 1 \),
  
  Figure 1 shows how the reached state (solid line) is very close to the desired position (dotted line) on \( \omega \). The desired state is obtained with error \( E = \| \tilde{u}(T) - u^d \|_{L^2(\omega)}^2 = 3.09 \times 10^{-4} \) and cost \( \| Q_4^* \|_2^2 = 1.53 \times 10^{-5} \).

- Case of \( \omega = ]0, 0.2[ \), and \( T = 2 \),
  
  Figure 3 shows how the reached state (solid line) is very close to the desired one (dotted line) on \( \omega \). The desired state is obtained with error \( E = \| \tilde{u}(T) - u^d \|_{L^2(\omega)}^2 = 6.01 \times 10^{-4} \), and cost \( \| Q_4^* \|_2^2 = 4.1 \times 10^{-6} \).

- Case of \( \omega = \Omega = ]0, 1[ \), and \( T = 2 \),
  
  Figure 5 shows how the reached state (solid line) is very close to the desired one (dotted line) on \( \Omega \). The desired state is obtained with error \( E = \| \tilde{u}(T) - u^d \|_{L^2(\omega)}^2 = 1.8 \times 10^{-2} \), and cost \( \| Q_4^* \|_2^2 = 1.47 \times 10^{-4} \).
5. Conclusion

We consider a regional quadratic problem for distributed bilinear systems. The developed approach allows us to assess the fitness of the finale state to a pre-
Figure 3: Desired (...) and final state (—) on $\omega$.

Figure 4: Evolution of the control function $Q_4^*$ on $[0, 2]$.

scribed target restricted to some subdomain of the system space domain. This is achieved under a bounded set of control. The existence of an opti-
Figure 5: Desired (...) and final state (—) on $\Omega$.

Figure 6: Evolution of the control function $Q_1^*$ on $[0, 2]$.

Optimal control is proved and characterized through the differentiability method. Moreover, we developed a numerical approach that leads to implicit formula for the optimal control for the regional quadratic control problem. The obtained
results are successfully tested through numerical examples. Questions are still open: the case of bilinear hyperbolic system, which is under consideration, and the work will appear in a separate paper.
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