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1. Introduction

Consider the second order non autonomous ordinary differential equation of the form
\[ \ddot{x} + a(t)f(x, \dot{x})\dot{x} + b(t)g(x) = p(t; x, \dot{x}) \] \hspace{1cm} (1.1)
with an equivalent system
\[ \begin{align*}
\dot{x} &= y \\
\dot{y} &= -a(t)f(x, y)y - b(t)g(x) + p(t; x, y)
\end{align*} \] \hspace{1cm} (1.2)
where \( f \in C(\mathbb{R} \times \mathbb{R}, \mathbb{R}) \), \( g \in C(\mathbb{R}, \mathbb{R}) \), \( p \in C([0, \infty) \times \mathbb{R} \times \mathbb{R}, \mathbb{R}) \) and \( a, b \) are positive functions.

\textsuperscript{§}Correspondence author
The functions $a, b, f, g$ and $p$ depend only on the arguments displayed explicitly and they are such that existence, uniqueness and continuous dependence on the initial condition are guaranteed. The dots indicate differentiation with respect to the independent variable $t$.

The Lyapunov function or functional approach has been a powerful tool to ascertain the stability/instability, boundedness and periodicity of solutions of ordinary differential equations. Up to today perhaps the most effective method to determine the stability of solutions of nonlinear differential equations is still the Lyapunov’s direct (or second) method (see Ezeilo and Ogbu 2010 [11]).

The major advantage of this method is that the stability of solutions can be obtained without any prior knowledge of solutions. However, the construction of these Lyapunov functions remain a general problem due to lack of unique way for its construction. Many methods have been proposed in the literatures (see for instance [9], [10], [22], [23], [35], [25], [26], [12], [13], [14], [15], [16], [37], [36], [22], [23], [24], [19], [45], [29], [43], [44]).

Over the years, numerous authors have dealt with problems of second order nonlinear ordinary differential equations and they obtained many interesting results on qualitative properties of solutions such as stability, boundedness, periodicity and convergence (see for examples [4], [2], [3], [5], [6], [7], [17], [18], [24], [25], [31], [32], [39], [40], [41], [42], [28], [30], [38], [34], [34], [27]) and the references cited therein.

In many of these works, the authors made use of Lyapunov’s direct method by constructing Lyapunov functions and obtained criteria which guarantee some qualitative behaviours of their solutions.

Many special cases of (1.1) exist in the literature especially the autonomous problem (i.e, when $a(t) = b(t) = 1$ or constant independent of $t$ cf.[1], [18], [33] and references contained in them).


The motivation for this study basically is the works of Cautareli[8], Ogundare and Okecha[31], E. Tunc and C. Tunc[40]. Our main objectives are to revise, extend and improve their obtained results with less restrictive conditions.

We shall give with the use of a suitable Lyapunov function, sufficient con-
ditions on the nonlinear terms \( f \) and \( g \) as well as on the functions \( a, b \) and \( p \) that will guarantee the existence of a unique solution which is globally asymptotically stable and bounded together with its derivative on the real line.

2. The Main Results

2.1. Basic Assumptions

The following are the basic assumptions used to formulate our main results for this article.

Let \( a, b, f, g \) and \( p \) be continuous functions on interval \( I = [0,ab] \), \( a \) and \( b \) are positive functions i.e., \( a, b > 0 \) with \( 0 < a_0 < a \leq a(t) \leq a_1 \) and \( 0 < b_0 < b \leq b(t) \leq b_1 \) for all \( t \in I \); in addition, \( a \) and \( b \) are differentiable with \( a(t) \) and \( b(t) \) being decreasing functions i.e, \( \dot{a} \leq 0 \) and \( \dot{b} \leq 0 \).

(i) \( |f(x,y)| \leq \beta \in I \),
(ii) \( G_0 = \frac{g(x) - g(0)}{x} \leq \alpha \in I \), with \( x \neq 0, g(0) = 0 \) and \( \alpha, \beta > 0 \).
(iii) \( \beta(\delta + 1)(\dot{a}b - a\dot{b}) > \dot{a}a^2\alpha^2 \) for all \( \alpha, \beta, \delta \) all positive.
(iv) \( p(t; x, y) = p(t) \) and \( |p(t)| \leq Z \) for all \( t \leq 0 \), where \( Z \) is a constant.
(v) \( |p(t; x, y)| \leq (|x| + |y|)\phi(t) \), where \( \phi(t) \) is a non-negative and continuous function of \( t \) and satisfies \( \int_0^t \phi(s)ds \leq Z < \infty, Z > 0 \) is a constant.

The main results with respect to (1.1) are given below:

**Theorem 2.1.** Suppose the conditions (i)- (iii) are satisfied with \( p(t; x, \dot{x}) \equiv 0 \), then the trivial solution of (1.2) is globally asymptotically stable.

**Theorem 2.2.** Suppose that the conditions of Theorem 2.1 hold and in addition:

(iv) \( p(t; x, y) = p(t) \) and \( |p(t)| \leq Z \) for all \( t \leq 0 \), where \( Z \) is a constant.

Then there exists \( \sigma(0 < \sigma < \infty) \) depending only on \( \alpha, \beta \) and \( \delta \) such that every solution of system (1.2) satisfies

\[
x^2(t) + \dot{x}^2(t) \leq e^{-\sigma t} \left\{ Q_1 + Q_2 \int_{t_0}^t |p(\tau)|e^{(\frac{\sigma}{2})d\tau} \right\}^2
\]

for all \( t \geq t_0 \), where the constant \( Q_1 > 0 \) depends on \( \alpha, \beta, \delta, t_0, x(t_0), \dot{x}(t) \) and the constant \( Q_2 > 0 \) depends on \( \alpha, \beta \) and \( \delta \) only.
Theorem 2.3. Suppose the conditions of Theorem 2.2 with condition (iv) replaced with

\( |p(t; x, y)| \leq (|x| + |y|)\phi(t) \), where \( \phi(t) \) is a non-negative and continuous function of \( t \) and satisfies \( \int_0^t \phi(s)ds \leq Z < \infty \), \( Z > 0 \) is a constant.

Then there exists a constant \( \lambda_0 \) which depends on \( Z, \lambda_1, \lambda_2 \) and \( t_0 \) such that every solution \( x(t) \) of system (1.2) satisfies \( |x(t)| \leq \lambda_0, \ |\dot{x}(t)| \leq \lambda_0 \) for sufficiently large \( t \).

3. Preliminary Results

The main tool to use in proving our main results is the scalar function \( V(t; x, y) \) defined below

\[
V(t; x, y) = \frac{1}{2a\alpha} \left\{ (a\alpha x)^2 + (\delta + 1)b\beta x^2 + \delta y^2 + y^2 + 2a\alpha xy \right\} \quad (3.1.1)
\]

where \( a = a(t), b = b(t) \) and \( \forall \alpha, \beta, \delta > 0 \).

We need to first established that (3.1.1) is indeed a Lyapunov function for the system (1.2) and we shall state the followings Lemmas and proofs.

Lemma 3.1. Subject to the assumptions of Theorem 2.1, there exist positive constants

\[ \lambda_i = \lambda_i(a, b, \alpha, \beta, \delta), \quad i = 1, 2, \]

such that

\[ \lambda_1(x^2 + y^2) \leq V(t; x, y) \leq \lambda_2(x^2 + y^2). \]

Proof. Clearly, \( V(t; 0, 0) = 0 \).

Re-write equation (3.1) gives

\[
V(t; x, y) = \frac{1}{2a\alpha} \left\{ (a\alpha x + y)^2 + (\delta + 1)b\beta x^2 + \delta y^2 \right\} \quad (3.1.2)
\]

\[
= \frac{1}{2a\alpha} \left\{ (a\alpha x + y)^2 + [(\delta + 1)b\beta]x^2 + \delta y^2 \right\} \quad (3.1.3)
\]

\[
\geq \frac{1}{2a\alpha} \left\{ [(\delta + 1)b\beta]x^2 + \delta y^2 \right\} \quad (3.1.4)
\]

\[
V(t; x, y) \geq \lambda_1(x^2 + y^2) \quad (3.1.5)
\]

with

\[ \lambda_1 = \lambda_0 \cdot \min \{ (\delta + 1)b\beta, \delta \} \quad \text{and} \quad \lambda_0 = \frac{1}{2a\alpha} \]
Applying the inequality $|xy| \leq \frac{1}{2}|x^2 + y^2|$ on (3.1.1) gives

\[ V(t; x, y) \leq \frac{1}{2a \alpha} \left\{ ([a \alpha]^2 + (\delta + 1)b \beta]x^2 + [\delta + 1]y^2 + a \alpha x^2 + a \alpha y^2 \right\} \]  

(3.1.6)

\[ V(t; x, y) \leq \frac{1}{2a \alpha} \left\{ ([a \alpha]^2 + (\delta + 1)b \beta + a \alpha]x^2 + [\delta + 1 + a \alpha]y^2 \right\} \]  

(3.1.7)

\[ V(t; x, y) \leq \lambda_2(x^2 + y^2) \]  

(3.1.8)

with

\[ \lambda_2 = \lambda_0.\max \{(a_1 \alpha)^2 + (\delta + 1)b_1 \beta + a_1 \alpha, \delta + 1 + a_1 \alpha\} \]

From equations (3.1.5) and (3.1.8), we have

\[ \lambda_1(x^2 + y^2) \leq V(t; x, y) \leq \lambda_2(x^2 + y^2) \]  

(3.1.9)

This completes the proof of Lemma 3.1

**Lemma 3.2.** Subject to the assumptions of Theorem 2.1, there exist positive constants $\lambda_j = \lambda_j(a, b, \alpha, \beta, \delta)$ with $j = 3, 4$ such that for any solution $(x, y)$ of system (1.2)

\[ \frac{dV}{dt}\big|_{(1.2)} = \dot{V}(t; x, y)\big|_{(1.2)} = \frac{dV(t; x, y)}{dt}\big|_{(1.2)} \leq -\lambda_3(x^2 + y^2) + \lambda_4(|x| + |y|)|p(t; x, y)|. \]

**Proof.** The time derivative of (3.1.1) along the system (1.2) is defined below

\[ \frac{dV(t; x, y)}{dt}\big|_{(1.2)} = \dot{V}\big|_{(1.2)} = \frac{\partial V}{\partial t} + \frac{\partial V}{\partial x} \dot{x} + \frac{\partial V}{\partial y} \dot{y} \]  

(3.2.1)

where

\[ \frac{\partial V}{\partial t} = \frac{1}{4a^2 \alpha^2} \left\{ 2a \alpha([2 \dot{a} a \alpha^2 + \dot{b} \beta(\delta + 1)]x^2 + 2a \alpha xy) - 2 \dot{a} a ([a \alpha]^2 \right. \]

\[ + (\delta + 1)b \beta]x^2 + (\delta + 1)y^2 + 2a \alpha xy) \} \]

\[ = \frac{1}{4a^2 \alpha^2} \left\{ [2 \dot{a} a \alpha^2 + 2(\delta + 1)a \beta(\dot{a} b - \dot{b} a)]x^2 - [2 \dot{a} a(\delta + 1)]y^2 \right\}. \]

Further simplification gives

\[ \frac{\partial V}{\partial t} = \frac{1}{2a \alpha} \left\{ \frac{(\delta + 1)}{a} \beta(\dot{a} b - \dot{b} a)]x^2 - \frac{\dot{a}}{a} (\delta + 1)]y^2 \right\} \]  

(3.2.1a)

\[ \frac{\partial V}{\partial x} \dot{x} = \frac{1}{a \alpha} \left\{ ([a \alpha]^2 + (\delta + 1)b \beta]xy + a \alpha y^2 \right\} \]  

(3.2.1b)
and
\[ \frac{\partial V}{\partial y} \dot{y} = \frac{1}{a\alpha} \left\{ -(a\alpha)^2 xy - a(\delta + 1)\alpha y^2 - ab\alpha \beta x^2 - b\beta(\delta + 1)xy \\
+ p(t; x, y)a\alpha x + p(t; x, y)(\delta + 1)y \right\}. \]  (3.2.1c)

Putting 3.2.1a, 3.2.1b and 3.2.1c in 3.2.1 yields
\[ \frac{dV}{dt} \bigg|_{(1.2)} = -\frac{1}{a\alpha} \left\{ \left( ab\alpha \beta - \frac{\dot{a}a\alpha^2}{2} + \frac{(\delta + 1)}{2a} \beta(\dot{a}\beta - \dot{a}b) \right) x^2 \\
+ \left( \frac{\dot{a}(\delta + 1) + a\alpha(\delta + 1)}{2a} \right) y^2 \\
+ p(t; x, y)[a\alpha x + (\delta + 1)y] \right\}. \]  (3.2.2)

Further simplification of (3.2.2) yields
\[ \frac{dV}{dt} = -\frac{1}{2a\alpha} \left\{ \left( \frac{2a^2 b\alpha \beta + \beta(\delta + 1)(\dot{a}b - \dot{a}b) - \dot{a}a^2 \alpha^2}{a} \right) x^2 \\
+ \left( \frac{\dot{a}(\delta + 1) + 2a^2 \alpha(\delta + 1)}{a} \right) y^2 \\
+ p(t; x, y)(a\alpha x + (\delta + 1)y) \right\}. \]  (3.2.3)

with \( \lambda_0 = \frac{1}{2a\alpha}, \lambda_* = \{a\alpha, (\delta + 1)\} \) and
\[ \lambda_3 = \lambda_0 \max \left\{ \frac{2a^2 b\alpha \beta + \beta(\delta + 1)(\dot{a}b - \dot{a}b) - \dot{a}a^2 \alpha^2}{a}, \frac{\dot{a}(\delta + 1) + 2a^2 \alpha(\delta + 1)}{a} \right\} \]

Inequality (3.2.4) can also be simplified and given as
\[ \dot{V}(t; x, y) \leq -\lambda_3(x^2 + y^2) + \lambda_*(|x| + |y|)p(t; x, y) \]  (3.2.4)

with \( \lambda_4 = \sqrt{2\lambda_*} \).

This completes the proof of Lemma 3.2

**Remarks 3.1.** When \( p(t; x, y) \equiv 0 \), (3.2.5) becomes
\[ \frac{dV}{dt} = \dot{V}(t; x, y) \leq -\lambda_3(x^2 + y^2) \]  (3.2.6)
4. Proof of the Main Results

Now, we shall give the proofs of our main results stated in Section 2 as follows:

**Proof of Theorem 2.1.** From Lemma (3.1) and (3.2) with \( p(t; x, \dot{x}) \equiv 0 \), it had been established that the function \( V(t; x, y) \) of (3.1.1) is a Lyapunov function, for the system (1.2).

Hence, the trivial solution of system (1.2) is globally asymptotically stable (g.a.s), that is, every solution \( x(t) \), \( \dot{x}(t) \) of the system (1.2) satisfies \( x^2(t) + \dot{x}^2(t) \to 0 \) as \( t \to \infty \).

**Remark 4.1.** For a homogeneous equation (when \( p(t; x, y) \equiv 0 \)), the proofs of Lemmas 3.1 and 3.2 shows that the equation (1.1) has a solution that is asymptotically stable that is, equation (3.2.6) In fact uniformly asymptotically stable (u.a.s).

**Proof of Theorem 2.2.** From (3.2.5) replacing \( p(t; x, \dot{x}) \) with \( p(t) \),

\[
\dot{V}(t; x, y) \leq -\lambda_3(x^2 + y^2) + \lambda_4(x^2 + y^2)^{\frac{1}{2}} p(t)
\]  

(4.1.1)

From (3.1.5), we have

\[
(x^2 + y^2)^{\frac{1}{2}} \leq \left( \frac{V}{\lambda_1} \right)^{\frac{1}{2}}
\]  

(4.1.2)

Also from (3.1.5), we have

\[
\lambda_3(x^2 + y^2) \leq \lambda_3 \cdot \frac{V}{\lambda_1}
\]  

(4.1.3)

using equations (4.1.2) and (4.1.3), thus (4.1.1) becomes

\[
\frac{dV}{dt} \leq -\lambda_6 V + \lambda_5 V^{\frac{1}{2}} |p(t)|
\]  

(4.1.4)

where \( \lambda_6 = \frac{\lambda_3}{\lambda_1} \) and \( \lambda_5 = \frac{\lambda_4}{\lambda_7} \) equation (4.1.4) can also be expressed as

\[
\frac{dV}{dt} \leq -2\lambda_7 V + \lambda_5 V^{\frac{1}{2}} |p(t)|
\]  

(4.1.5)

with \( \lambda_7 = \frac{\lambda_6}{2} \)

Therefore,

\[
\dot{V} + \lambda_7 V \leq -\lambda_7 V + \lambda_5 V^{\frac{1}{2}} |p(t)|
\]  

(4.1.6)

\[
\dot{V} + \lambda_7 V \leq \lambda_5 V^{\frac{1}{2}} \left( |p(t)| - \lambda_8 V^{\frac{1}{2}} \right)
\]  

(4.1.7)
where \( \lambda_8 = \frac{\lambda_7}{\lambda_5} \)

Thus (4.1.7) becomes

\[
\dot{V} + \lambda_7 V \leq \lambda_5 V^{\frac{1}{2}} V^* \tag{4.1.8}
\]

where

\[
V^* = |p(t)| - \lambda_8 V^{\frac{1}{2}} \tag{4.1.9}
\]

when \(|p(t)| \leq \lambda_8 V^{\frac{1}{2}}\), then (4.1.9) becomes

\[
V^* \leq 0 \tag{4.1.10}
\]

and when \(|p(t)| \geq \lambda_8 V^{\frac{1}{2}}\), then (4.1.9) becomes

\[
V^* \geq 0 \tag{4.1.11}
\]

Substituting (4.1.10) into (4.1.7), we have

\[
\dot{V} + \lambda_7 V \leq \lambda_9 V^{\frac{1}{2}} |p(t)| \tag{4.1.12}
\]

where \( \lambda_9 = \frac{\lambda_5}{\lambda_8} \)

This implies that

\[
\dot{V} V^{-\frac{1}{2}} + \lambda_7 V^{\frac{1}{2}} \leq \lambda_9 |p(t)| \tag{4.1.13}
\]

Multiplying both sides of (4.1.13) by \( e^{\frac{\lambda_7 t}{2}} \), we have

\[
e^{\frac{\lambda_7 t}{2}} \left\{ \dot{V} V^{-\frac{1}{2}} + \lambda_7 V^{\frac{1}{2}} \right\} \leq e^{\frac{\lambda_7 t}{2}} \lambda_9 |p(t)| \tag{4.1.14}
\]

that is,

\[
2 \frac{d}{dt} \left\{ V^{\frac{1}{2}} e^{\left( \frac{\lambda_7 t}{2} \right)} \right\} \leq e^{\frac{\lambda_7 t}{2}} \lambda_9 |p(t)| \tag{4.1.15}
\]

integrating both sides of (4.1.15) from \( t_0 \) to \( t \), gives

\[
\left\{ V^{\frac{1}{2}} e^{\left( \frac{\lambda_7 t}{2} \right)} \right\} \bigg|_{t_0}^t \leq \int_{t_0}^t \frac{1}{2} e^{\frac{\lambda_7 \tau}{2}} \lambda_9 |p(\tau)| d\tau \tag{4.1.16}
\]

which implies that

\[
\left\{ V^{\frac{1}{2}}(t) \right\} e^{\left( \frac{\lambda_7 t}{2} \right)} \leq V^{\frac{1}{2}}(t_0) e^{\frac{\lambda_7 t_0}{2}} + \frac{\lambda_9}{2} \int_{t_0}^{t} |p(\tau)| e^{\frac{\lambda_7 \tau}{2}} d\tau
\]

or

\[
V^{\frac{1}{2}}(t) \leq e^{-\left( \frac{\lambda_7 t}{2} \right)} \left\{ V^{\frac{1}{2}}(t_0) e^{\frac{\lambda_7 t_0}{2}} + \frac{\lambda_9}{2} \int_{t_0}^{t} |p(\tau)| e^{\frac{\lambda_7 \tau}{2}} d\tau \right\} \tag{4.1.17}
\]
using (3.1.5) and (4.1.17), we have

$$
\lambda_1(x^2(t) + \dot{x}^2(t)) \leq e^{-(\lambda_7 t)} \left\{ \lambda_2(x(t)^2 + \dot{x}^2(t)) \frac{1}{2} e^{\frac{\lambda_7 t}{2}} + \frac{\lambda_9}{2} \int_{t_0}^{t} |p(\tau)| e^{\frac{\lambda_7 \tau}{2}} d\tau \right\}^2
$$

(4.1.18)

for all $t \geq 0$.

Thus

$$
x^2(t) + \dot{x}^2(t) \leq \frac{1}{\lambda_1} \left\{ e^{-\lambda_7 t} \left\{ \lambda_2(x^2(t) + \dot{x}^2(t)) \frac{1}{2} e^{\frac{\lambda_7 t}{2}} + \frac{\lambda_9}{2} \int_{t_0}^{t} |p(\tau)| e^{\frac{\lambda_7 \tau}{2}} d\tau \right\}^2 \right\}
$$

(4.1.19)

$$
\leq e^{-\lambda_7 t} \left\{ Q_1 + Q_2 \int_{t_0}^{t} |p(\tau)| e^{\frac{\lambda_7 \tau}{2}} d\tau \right\}^2
$$

(4.1.20)

where $Q_1 = \lambda_2(x(t)^2 + \dot{x}^2(t)) \frac{1}{2} e^{\frac{\lambda_7 t}{2}}$ and $Q_2 = \frac{\lambda_9}{2}$.

By putting $\lambda_7 = \sigma$ in the inequality (4.1.20) and gives

$$
x^2(t) + \dot{x}^2(t) \leq e^{-\sigma t} \left\{ Q_1 + Q_2 \int_{t_0}^{t} |p(\tau)| e^{\frac{\sigma \tau}{2}} d\tau \right\}^2
$$

(4.1.21)

Hence, this completes the proof.

**Remark 4.2.** From the proof of the Theorem 2.2, the following can be pointed out as the direct consequence of the Theorem 2.2. If $p(t, x, y) \equiv 0$, then the trivial solution of (1.2) is uniformly asymptotically stable.

**Remark 4.3.** If $p(t;x, y) \equiv 0$, then (4.1.21) reduces to

$$
x^2(t) + \dot{x}^2(t) \leq e^{-\sigma t} Q_1,
$$

as $t \to \infty$, $x^2(t) + \dot{x}^2(t) \to 0$ which implies that the trivial solution of the system (1.2) or better say the equation (1.1) is globally asymptotically stable.

**Proof of Theorem 2.3.** Indeed from the inequality (4.2.4), we have

$$
\dot{V} \leq \lambda_* (|x| + |y|)^2 \phi(t)
$$

(4.1.22)

By using the Schwartz inequalities on (4.1.22) yields

$$
\dot{V} \leq \lambda_{10} (x^2 + y^2) \phi(t)
$$

(4.1.23)

where $\lambda_{10} = 2 \lambda_*$. 
From the inequalities (3.1.5) and (4.1.17), we have
\[ \dot{V} \leq \lambda_{10} V \phi(t) \] (4.1.24)
integrating equation (4.1.23) from 0 to \( t_0 \), we obtain
\[ V(t) - V(0) \leq \lambda_{11} \int_{t_0}^{t} V(s) \phi(s) ds \] (4.1.25)
where \( \lambda_{11} = \frac{\lambda_{10}}{\lambda_1} = \frac{3\lambda_1}{\lambda_2} \).
The inequality (4.1.25) now becomes
\[ V(t) \leq V(0) + \lambda_{11} \int_{t_0}^{t} V(s) \phi(s) ds \] (4.1.26)
By Gronwall-Bellman inequality (4.1.26) yields
\[ V(t) \leq V(0) \exp(\lambda_{11} \int_{t_0}^{t} \phi(s) ds) \] (4.1.27)
This completes the proof.

5. Application

As an application to our obtained result we consider the example below

5.1. Example

Consider second order non autonomous nonlinear differential equation
\[ x'' + \frac{2t}{1 + t^2} x' + 6[2 - \exp(-t)] x^5 = \frac{\exp(t)}{1 + \exp(2t) + x^2 + x'^2} \] (5.1)
We state (5.1) as the system form,
\[ x' = y, \]
\[ y' = -\frac{2t}{1 + t^2} y - 6[2 - \exp(-t)] x^5 + \frac{\exp(t)}{1 + \exp(2t) + x^2 + x'^2}. \] (5.2)
Comparing (5.1) with (1.1), it is easily seen that
\[ a(t) = \frac{2t}{1 + t^2}, t \leq 0, \]
\[ 0 \leq \frac{2t}{1 + t^2} \leq 1, \]
\[ a_0 = 0, a_1 = 1. \]
\[ b(t) = 6[2 - \exp(-t)], t \leq 0, \]
\[ 6 \leq 6[2 - \exp(-t)] \leq 12, \]
\[ b_0 = 6, b_1 = 12. \]
\[ \lambda_0 = \frac{1}{\alpha}, \lambda_3 = 12 \beta. \]

The corresponding Lyapunov function to the system (5.2) is given
\[ V = \frac{1}{2\alpha} \{12\beta(\delta + 1)x^2 + \delta y^2 + (\alpha x + y)^2\} > 0 \]
where \( \alpha, \beta, \) and \( \delta \) are positive constants and whose derivative is given
\[ \frac{dV}{dt} = \dot{V}(t; x, y) \leq -12\beta(x^2 + y^2) \]
where \( \beta > 0. \)

All conditions stated in Theorem 2.1 are satisfied therefore the zero solution of system (5.2) is globally asymptotic stable.

We have for \( p \equiv 0 \) that the solutions of (5.1) are globally asymptotic stable.
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