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1. Introduction

A functional root is a function which when applied a given number of times, equals a given function. Given $f(x)$, the $n^{th}$ ordered composite function, $f^{[n]}(x)$ can be computed by applying the function $f$, $n$ times. The formal definition can be written as:

$$f^{[n]}(x) = f(f^{[n-1]}(x)), \quad n = 1, 2, 3, \ldots,$$

where $f^{[0]}(x) = x$, \cite{6}. If the function $g(x)$ is given, the functional $n^{th}$ root of
$g$ is the solution of the functional equation

$$f^{[n]}(x) = g(x).$$

(2)

For example, $x^2 + 2$ is the functional $2^{nd}$ root of $x^4 + 4x^2 + 6$. If $g(x) = x$, the equation (2) is called Babbage’s equation (named after Babbage, 1791-1871 [7, 8, 10]). In this paper, we concentrate on the solutions of Babbage’s equation, which are the functional root of the identity function. (This root is also called the functional $n^{th}$ root of unity, or the functional $n^{th}$ root of $x$.)

The functional equation (2), and other more general functional equations, have been studied in respect to the properties of the solutions, and some specific solutions are provided. (see [2, 3, 4, 5, 6, 9, 10, 11]). For example, the function $f(x) = x$ is the only real continuous solution of the Babbage equation when $n$ is odd. The function $f(x) = c - x$, where $c$ is a constant, $f(x) = \sqrt{r^2 - x^2}$, $0 \leq x \leq r$, and $f(x) = \frac{2x + 3}{x - 2}$ are the functional second roots. These roots are also the functional $n^{th}$ root of $x$ when $n$ is even. Some of the functional third roots of unity are:

(a) $f(x) = x^r$, where $r = \frac{-1 + \sqrt{3}i}{2}$;

(b) $f(x) = \frac{-1 + \sqrt{3}i}{2}x$;

(c) $f(x) = \begin{cases} x - 2, & \text{if } 3k - 1 \leq x < 3k \\ x + 1, & \text{otherwise,} \end{cases}$

for $k = 0, \pm 1, \pm 2, \pm 3, \ldots$;

(d) $f(x) = \frac{x - 3}{x + 1}$, where $x \neq -1$.

(a) and (b) are the complex valued functions; (c) has infinite discontinuous points; (d) is interesting since it is a real valued function, which is continuous but a single point.

In accordance with the examples above, the functional $n^{th}$ root of $x$ can be obtained using the same pattern.

(a) $f(x) = x^r$, where $r$ is the $n^{th}$ root of unity.
(b) \( f(x) = rx \), where \( r \) is the \( n^{th} \) root of unity.

(c) \( f(x) = \begin{cases} 
  x - n + 1 & \text{if } nk - 1 \leq x < nk \\
  x + 1 & \text{otherwise},
\end{cases} \)
for \( k = 0, \pm 1, \pm 2, \pm 3, \ldots; \)

(d) \( f(x) = \frac{\beta + \alpha x}{\gamma + \delta x} \), where \( x \neq -\frac{\gamma}{\delta} \).

It is not difficult to verify that all functions are solutions. (d) is the rational form function where \( \gamma \) and \( \delta \) do not vanish at the same time. This function is a well known solution for Babbage’s equation, where the condition for the unknown constant is:

\[
\delta = -\frac{\beta^2 - 2\beta \gamma \cos \frac{2k\pi}{n} + \gamma^2}{2\alpha(1 + \cos \frac{2k\pi}{n})}
\]
for some constant integer \( k \) relatively primed to \( n \) (see [1, 9]).

If \( f(x) \) is a functional \( n^{th} \) root of the identity function, then the function \( F \), defined by

\[
F(x) = g^{-1}fg(x)
\]
is also a functional root, for any function \( g \) and its inverse \( g^{-1} \) (see [9]). This fact is easily seen by performing the composition \( n \) times. Therefore, one can construct an infinite number of such functional roots. The function \( F(x) = \left(\frac{x^{1/3} - 3}{x^{1/3} + 1}\right)^3 \) is the functional third root of this type.

Now we are interested in the derivation of the rational form solutions as in (d), and wish to investigate this formula to determine whether there is another solution of this form.

From (d), if \( \delta = 0 \), the rational form becomes a linear function which is reduced to \( x \), or \( c - x \) if \( n = 2 \). Assuming that \( \delta \neq 0 \), the rational form can be reduced to \( \frac{ax + b}{x + d} \). Therefore, the problem is to find \( a \), \( b \) and \( d \) so that \( f(x) = \frac{ax + b}{x + d} \) is the functional \( n^{th} \) root of \( x \).

It is obvious that if \( m \) and \( n \) are positive integers and \( m|n \), and if \( f \) is an \( m^{th} \) functional root of \( x \), then \( f \) is also an \( n^{th} \) functional root of \( x \). Here we concentrate on the \( n^{th} \) root, in which \( n \) is minimal; that is there is no \( m < n \), such that \( f \) is the \( m^{th} \) root.
2. Matrix Representation and Derivation

Since \( x = \frac{x}{1} \) for all real numbers \( x \), so it can be represented in the vector form \( \begin{bmatrix} x \\ 1 \end{bmatrix} \). Thus, the rational form \( f(x) = \frac{ax+b}{x+d} \) can be written in the vector form

\[
\begin{bmatrix} ax+b \\ x+d \end{bmatrix} = \begin{bmatrix} a & b \\ 1 & d \end{bmatrix} \begin{bmatrix} x \\ 1 \end{bmatrix}
\]

where \( \begin{bmatrix} a & b \\ 1 & d \end{bmatrix} \) is a 2 \( \times \) 2 matrix.

The composite function \( f(f(x)) = \frac{a(ax+b)+b(x+d)}{ax+b+d(x+d)} \), which can be represented in the following form:

\[
\begin{bmatrix} a(ax+b)+b(x+d) \\ ax+b+d(x+d) \end{bmatrix} = \begin{bmatrix} a & b \\ 1 & d \end{bmatrix} \begin{bmatrix} ax+b \\ x+d \end{bmatrix} = \begin{bmatrix} a & b \\ 1 & d \end{bmatrix}^2 \begin{bmatrix} x \\ 1 \end{bmatrix}
\]

By induction, the \( n^{th} \) composite function \( f[n](x) \) can be represented as

\[
\begin{bmatrix} a & b \\ 1 & d \end{bmatrix}^n \begin{bmatrix} x \\ 1 \end{bmatrix}
\]

For convenience, in all further analysis, we shall give a formal definition for vector representations of rational forms.

**Definition 1.** The vector \( \begin{bmatrix} u \\ v \end{bmatrix} \) is a representation of a number \( x \) if \( x = \frac{u}{v} \), where \( u \) and \( v \) are real numbers and \( v \neq 0 \).

**Definition 2.** We say that the two vectors \( \mathbf{x} \) and \( \mathbf{y} \) are rational equivalent, written \( \mathbf{x} \sim \mathbf{y} \), if both \( \mathbf{x} \) and \( \mathbf{y} \) are representations of the same number.

The followings are useful properties which are easily obtained from the definitions:

**Property 1.** Let \( \mathbf{x} \) and \( \mathbf{y} \) be vectors in \( R^2 \), then \( \mathbf{x} \sim \mathbf{y} \) if and only if \( \mathbf{x} = k\mathbf{y} \) for some numbers \( k \neq 0 \).

**Property 2.** A rational equivalent is an equivalent relation.

**Property 3.** \( \begin{bmatrix} x \\ 1 \end{bmatrix} \) is a representation of \( x \). If \( v \neq 0 \), then \( \begin{bmatrix} u \\ v \end{bmatrix} \sim \begin{bmatrix} x \\ 1 \end{bmatrix} \) if and only if \( x = \frac{u}{v} \).
Property 4. Each vector $\begin{bmatrix} u \\ v \end{bmatrix}$, with $v \neq 0$, is rational equivalent to a vector of the form $\begin{bmatrix} x \\ 1 \end{bmatrix}$.

Definition 3. Let’s define the equivalent class:

$$ C_x = \{ y \in \mathbb{R}^2 | y \sim \begin{bmatrix} x \\ 1 \end{bmatrix}, x \in \mathbb{R} \}, $$

and

$$ C = \{ \begin{bmatrix} x \\ 1 \end{bmatrix} | x \in \mathbb{R} \}. $$

Thus, $y \in C_x$ if and only if $y$ is a representation of $x$. We sometimes write $\begin{bmatrix} x \\ 1 \end{bmatrix}$ to represent $C_x$.

Definition 4. A $2 \times 2$ matrix $\begin{bmatrix} a & b \\ c & d \end{bmatrix}$ is a rational-form transformation if $c \neq 0$.

Definition 5. Two $2 \times 2$ matrices $A$ and $B$ are rational equivalent, written $A \sim B$, if $A = kB$ for some number $k \neq 0$.

(Note that the symbol $\sim$ used here, has a different meaning to that used in elementary row operation.)

Property 5. Two $2 \times 2$ matrices $A$ and $B$ are rational equivalent if and only if $A\mathbf{x} \sim B\mathbf{x}$ for all $\mathbf{x} \in C$.

Property 6. The rational equivalent for matrices is an equivalent relation.

Property 7. Each rational-form transformation is rational equivalent to a matrix of the form $\begin{bmatrix} a & b \\ 1 & d \end{bmatrix}$.

Property 8.

(1) The rational function $f(x) = \frac{ax + b}{x + d}$ is represented by

$$ \begin{bmatrix} a & b \\ 1 & d \end{bmatrix} \begin{bmatrix} x \\ 1 \end{bmatrix}. $$

(2) The $n^{th}$ ordered composite function of $f$ is represented by $\begin{bmatrix} a & b \\ 1 & d \end{bmatrix}^n \begin{bmatrix} x \\ 1 \end{bmatrix}.$
We now are ready to derive the formula for the root.
Consider the equation (2) when \( g(x) = x \):
\[
f^{[n]}(x) = x.
\]
Its representation is:
\[
\begin{bmatrix} a & b \\ 1 & d \end{bmatrix}^n \begin{bmatrix} x \\ 1 \end{bmatrix} = k \begin{bmatrix} x \\ 1 \end{bmatrix}, \text{ for some non-zero number } k. \tag{3}
\]

We are looking for \( a, b \) and \( d \) so that the equation (3) is satisfied for some non-zero number \( k \), and for all \( x \in R \). That is, we seek to find \( a, b \) and \( d \) such that
\[
\begin{bmatrix} a & b \\ 1 & d \end{bmatrix}^n = k \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}
\]
for some number \( k \).

Let \( A = \begin{bmatrix} a & b \\ 1 & d \end{bmatrix} \). The characteristic values of \( A \) are:
\[
\begin{align*}
\lambda_1 &= \frac{1}{2}(a + d - \sqrt{(a + d)^2 - 4(ad - b)}) \tag{4a} \\
\lambda_2 &= \frac{1}{2}(a + d + \sqrt{(a + d)^2 - 4(ad - b)}) \tag{4b}
\end{align*}
\]
Suppose that \( \lambda_1 \neq \lambda_2 \), then the matrix \( A \) is diagonalizable. There is an invertible matrix \( P \) such that:
\[
A = PDP^{-1}
\]
where \( D = \begin{bmatrix} \lambda_1 & 0 \\ 0 & \lambda_2 \end{bmatrix} \). Then we have
\[
A^n = PD^n P^{-1}
\]
Since \( D^n = \begin{bmatrix} \lambda_1^n & 0 \\ 0 & \lambda_2^n \end{bmatrix} \), demanding that \( A^n \) be a scalar matrix, it implies that \( \lambda_1^n = \lambda_2^n \). Therefore, the problem now becomes finding \( a, b \) and \( d \) so that \( \lambda_1^n = \lambda_2^n \).

If \( \lambda_1 = \lambda_2 \), the matrix \( A \) is not diagonalizable, therefore there is no solution for the case \( n = 1 \).

For \( n = 2 \), \( \lambda_1^2 = \lambda_2^2 \) and \( \lambda_1 \neq \lambda_2 \) if and only if \( a + d = 0 \). Let \( d = -a \), then
\[
\lambda_1^2 = \lambda_2^2 = -(ad - b) = -(-a^2 - b) = a^2 + b.
\]
Therefore \( A = \begin{bmatrix} a & b \\ 1 & -a \end{bmatrix} \).
The functional second root of the identity function in the rational form is

$$f(x) = \frac{ax + b}{x - a} \quad (5)$$

for any real number $a$ and $b$ such that $b \neq -a^2$. This function is also a functional $n^{th}$ root of the identity function when $n$ is even.

We will investigate for the general case $n > 1$.

We have that $\lambda_1 \neq \lambda_2$ if and only if $(a + d)^2 - 4(ad - b) \neq 0$. If $(a + d)^2 - 4(ad - b) > 0$ then $\lambda_1$ and $\lambda_2$ are real, $\lambda_1^n = \lambda_2^n$ and $\lambda_1 \neq \lambda_2$ if and only if $a + d = 0$ and $n$ is even. This case leads to the done case $n = 2$, which gives the solution (5).

Now, suppose that $(a + d)^2 - 4(ad - b) < 0$, then $\lambda_1$ and $\lambda_2$ are complex numbers. We write

$$\lambda_1 = \frac{1}{2}(a + d - i\sqrt{4(ad - b) - (a + d)^2}) \quad (6a)$$

$$\lambda_2 = \frac{1}{2}(a + d + i\sqrt{4(ad - b) - (a + d)^2}) \quad (6b)$$

Let $\lambda_1^n = \lambda_2^n = M$, for some real number $M$. We write in the complex form:

$$M = |M|(\cos(2k\pi + \theta) + i\sin(2k\pi + \theta)) \quad (7)$$

where $|M| = |\lambda_1^n| = |\lambda_2|^n$, $k = 0, 1, 2, \ldots$, and $\theta = 0$ or $\pi$ according to whether $M$ is positive or negative.

From (6a) and (6b), note that $ad - b > 0$, we have

$$|\lambda_1| = |\lambda_2| = \frac{1}{2}\sqrt{(a + d)^2 + 4(ad - b) - (a + d)^2} = \sqrt{ad - b} \quad (8)$$

Then

$$|M| = (ad - b)^{n/2} \quad (9)$$

From (7), the de’Moivre theorem gives $\lambda_1$ and $\lambda_2$ in the form:

$$\lambda = \sqrt{ad - b}(\cos \left( \frac{2k\pi + \pi}{n} \right) + i\sin \left( \frac{2k\pi + \pi}{n} \right)) \quad (10a)$$

or

$$\lambda = \sqrt{ad - b}(\cos \left( \frac{2k\pi}{n} \right) + i\sin \left( \frac{2k\pi}{n} \right)) \quad (10b)$$

for some number $k = 0, 1, 2, \ldots, n - 1$. 
Compare (6a) and (6b) to (10), then we have:

\[
\frac{1}{2}(a + d) = \sqrt{ad - b \cos \left( \frac{2k\pi + \pi}{n} \right)} \
\]
or

\[
\frac{1}{2}(a + d) = \sqrt{ad - b \cos \left( \frac{2k\pi}{n} \right)} \
\]

which can be combined to be single equation:

\[
\frac{1}{2}(a + d) = \sqrt{ad - b \cos \left( \frac{k\pi}{n} \right)}, \quad k = 0, 1, 2, \ldots, 2n - 1
\]

If \( \cos \left( \frac{k\pi}{n} \right) = 0 \), we have \( a + d = 0 \). Then we have (5).

If \( \cos \left( \frac{k\pi}{n} \right) = \pm 1 \), then the imaginary part is zero, which is not the case. In other cases, we have

\[
b = ad - \frac{(a + d)^2}{4 \cos^2 \left( \frac{k\pi}{n} \right)}
\]

for some integer \( k = 1, 2, \ldots, \leq \frac{n}{2} \) (Since for \( k > \frac{n}{2} \) the value of \( \cos^2 \left( \frac{k\pi}{n} \right) \) is repeated). The number \( k \) should be relatively prime to \( n \), since otherwise the function \( f \) will not be the minimal \( n^{th} \) root.

From the above analysis, the conclusion will be in accordance with the following theorem:

**Theorem 1.** The rational functional \( n^{th} \) root of the identity function is

\[
f(x) = \frac{ax + b}{x + d}, \text{ where } a, b \text{ and } d \text{ satisfy the equation (11)}.
\]

The result from our analysis may look a little different from the solution given by the formula (d1), but with a little work, one can show that they actually coincide.

The following is a list of the functional \( n^{th} \) root of unity for \( n \leq 10 \). Note that for \( n > 2 \), \( a + d \neq 0 \); for \( n = 7 \) and 9, the exact value of \( \cos \left( \frac{k\pi}{n} \right) \) is not known.

3. Functional Roots of the Form \( \frac{ax^2 + bx + c}{x^2 + dx + e} \)

Now we look for the rational solution of the form \( f(x) = \frac{ax^2 + bx + c}{x^2 + dx + e} \). For example the function \( f(x) = \frac{2x^2 - 13x + 21}{x^2 - 2x - 3} \) is the functional cube root of \( x \).
Table 1: List of the functional \( n \)th root of unity

<table>
<thead>
<tr>
<th>( n )</th>
<th>( f(x) )</th>
<th>( a = 1, d = 1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>( \frac{ax + b}{x - a}, \ b \neq -a^2 )</td>
<td>( \frac{x + b}{x - 1}, \ b \neq -1 )</td>
</tr>
<tr>
<td>3</td>
<td>( \frac{ax + ad - (a + d)^2}{x + d} )</td>
<td>( x - 3 )</td>
</tr>
<tr>
<td>4</td>
<td>( \frac{ax + ad - \frac{1}{2}(a + d)^2}{x + d} )</td>
<td>( x - 1 )</td>
</tr>
<tr>
<td>5</td>
<td>( \frac{ax + ad - \frac{1}{2}(3 \pm \sqrt{5})(a + d)^2}{x + d} )</td>
<td>( x - (5 \pm 2\sqrt{5}) )</td>
</tr>
<tr>
<td>6</td>
<td>( \frac{ax + ad - \frac{1}{2}(a + d)^2}{x + d} )</td>
<td>( x - \frac{1}{5} )</td>
</tr>
<tr>
<td>8</td>
<td>( \frac{ax + ad - \frac{1}{2}(2 \pm \sqrt{2})(a + d)^2}{x + d} )</td>
<td>( x - (3 \pm 2\sqrt{2}) )</td>
</tr>
<tr>
<td>10</td>
<td>( \frac{ax + ad - \frac{1}{10}(5 \pm \sqrt{5})(a + d)^2}{x + d} )</td>
<td>( x - \frac{1}{5}(5 \pm 2\sqrt{5}) )</td>
</tr>
</tbody>
</table>

This fact can be easily seen by reducing the fraction to be \( \frac{2x - 7}{x + 1} \) which is in the linear rational form, where \( a = 2 \) and \( d = 1 \). We want to investigate this function to see whether the functional roots are of this type. Note that analyzing this function cannot be done by using the matrix representation, since the \( 3 \times 3 \) matrix does not match the transformation.

Before analyzing the function, we should mention here the important property of all the functional roots of unity.

Firstly, we investigate the set \( S \) in which the function satisfies the equation for all \( x \in S \). Let \( D \) be the domain and \( R \) the range of a root. By definition of a composite function, we have \( R \subseteq D \). Suppose that \( x \in D - R \), then there is no \( x \in R \), such that \( x = f(f^{[n-1]}(x)) = f(x) \). Therefore the set \( S \) must be defined so that it is both the domain and the range of \( f \).

**Property 3.1.** The domain and range of a functional root are the same.

**Property 3.2.** Each root is invertible for all \( x \) in its domain.

This fact can be seen easily from \( f(f^{[n-1]}(x)) = x = f^{[n-1]}(f(x)) \) which implies \( f^{-1}(x) = f^{[n-1]}(x) \). Therefore, any functional root must be a one-to-one function.

Now we are ready to analyze the function \( f(x) = \frac{ax^2 + bx + c}{x^2 + dx + e} \), where the fraction cannot be reduced into a linear form. Let \( S \) be the set of extended
real numbers; that is the set of real numbers with \( \infty \) and \(-\infty\). The value of function at \( \infty \) or \(-\infty\) can be defined according to the limit at \( \infty \) or \(-\infty\). Also \( f(a^+) \) can be defined to be \( \infty \) or \(-\infty\) according to the left limit, and \( f(a^-) \) the right limit of \( f \) at \( a \).

**Case 1**: \( a \neq 0 \), and the numerator \( ax^2 + bx + c \) can be factored into real linear function. Then there are two real zeros, which implies that the function is not one-to-one. Thus, \( f(x) \) is not a functional root. If the factors are the same, then the sign of the rational function near that zero are the same. There must be two points near the zero such that the rational function assumes the same value. Thus, the function is not one-to-one, and therefore not a functional root.

**Case 2**: \( a \neq 0 \), and the numerator \( ax^2 + bx + c \) cannot be real factored. Then the numerator must be positive for all real numbers, or negative for all real numbers.

**Case 2.1**: If the denominator can be real factored, then there are two points \( s \) and \( t \), such that the one-side limit at those points is \( \infty \) or \(-\infty\). Since there are four one-side limits with only two values \( \infty \) or \(-\infty\), then there are two limits which approach the same value \( \infty \) or \(-\infty\). Since the function \( f \) is continuous everywhere, with the exception of those two points, then there exist two distinct points, one near \( s \), and the other near \( t \), where \( f \) assumes the same value. Thus, the function \( f \) is not one-to-one.

If \( s = t \), then the conclusion will be the same, since there are two one-side limits that approach only one value \( \infty \).

**Case 2.2**: If the denominator cannot be real factored, then the function \( f(x) \) must be either positive or negative for all real numbers. Then the range of the function is not the set of extended real numbers. Thus, \( f \) is not the root of unity.

**Case 3**: \( a = 0 \), so the function \( f \) is \( f(x) = \frac{bx + c}{x^2 + dx + e} \). If the denominator can be real factored, then by the reason as stipulated in 2.1, \( f \) is not one-to-one. If the denominator cannot be real factored, then the function is bounded since there is no discontinuity point, and \( \lim_{x \to -\infty} f(x) = \lim_{x \to \infty} f(x) = 0 \). Therefore the range of the function is not the set of extended real numbers.

**Case 4**: Consider the function of the form \( \frac{ax^2 + bx + c}{x + e} \) where \( a \neq 0 \). Observe that \( \lim_{x \to -\infty} f(x) \) and \( \lim_{x \to \infty} f(x) \) approach the different values \( \infty \) or \(-\infty\), and also \( \lim_{x \to -e^-} f(x) \) and \( \lim_{x \to -e^+} f(x) \) approach the different values \( \infty \) or \(-\infty\). Therefore, in accordance to reasons similar to Case 2.1, the function is not one-to-one.
From our analysis, a conclusion can be drawn about the fractions of quadratic functions, and the fractions of polynomials degree greater than one, except where they can be reduced to the fractions of linear functions.

**Theorem 2.** There is no functional root of unity in the rational form of quadratic functions.

**Corollary.** There is no functional root of unity in the rational form of polynomials degree greater than one.

### 4. Conclusions

There are infinite solutions for Babbage’s equation. Although the rational form solution of Babbage’s equation is well known, its derivation given by Boole [1] is somewhat complicated. In this report, we showed the derivation of the rational solutions by mean of special linear transformation. The derived formula is equivalent to the old formula, but it is a little different in its form. Examples of particular solutions for some $n$ were also provided.

Analyzing the functions of the rational form of quadratics shows that there is no solution in that form, except that can be reduced into fractions of linear functions. These results can also be extended to the fractions of polynomials of degree greater than one.
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