Approximation of Binomial Distribution
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1. Introduction

It is well-known that a discrete random variable \( X \) has the binomial distribution with parameters \( n \in \mathbb{N} \) and \( p \in (0, 1) \) if and only if its probability function is of the form

\[
b_{n,p}(x) = \binom{n}{x} p^x q^{n-x}, \quad x = 0, 1, ..., n, \quad (1.1)
\]

where \( E(X) = \frac{np}{p} \) and variance \( Var(X) = \frac{npq}{p^2} \) are the mean and variance of this random variable, respectively. We known that if \( n \to \infty \) and \( p \to 0 \) while \( \lambda = np \) remains fixed, then \( b_{n,p}(x) \to p_{\lambda}(x) = \frac{e^{-\lambda} \lambda^x}{x!} \) for every \( x \in \mathbb{N} \).
\{0, 1, ..., n\}. Therefore, the Poisson distribution with mean $\lambda = np$ can be used as an approximation of the binomial distribution when $n$ is large and $p$ is small. In this case, there has been much methodological research related to the Poisson approximation to the binomial distribution. For example, [1] gave some inequalities of binomial and Poisson probabilities, [4] and [6] gave inequalities for the ratio of Poisson and binomial probabilities and in terms of the relative error of two such probabilities can be found in [3], [2] and [7] – [10]. However, there has no research related to improved Poisson approximation to the binomial distribution. In this paper, we are interested to derive an improved Poisson probability function, $\hat{p}_\lambda(x)$, for approximating the binomial probability function. The accuracy of the approximation is measured in the form of $|b_{n,p}(x) - \hat{p}_\lambda(x)|$ for $x \in \{0, 1, ..., n\}$. The result of this study is in Section 2. In Section 3, some numerical examples are given to illustrate the improved approximation and the conclusion of this study is presented in the last section.

2. Result

We use the same method in [5] to derive an improved Poisson distribution that can be obtained from the binomial distribution. The following lemma follows from [5].

**Lemma 2.1.** For $x, n \in \mathbb{N}$, then the following property holds:

$$\prod_{i=0}^{x-1} \left(1 - \frac{i}{n}\right) = \frac{1}{1 + \frac{x(x-1)}{2n} + O\left(\frac{1}{n^2}\right)}.$$  \hspace{1cm} (2.1)

**Theorem 2.1.** For $x \in \{0, 1, ..., n\}$ and $\lambda = np$, if $n$ is large then we have the following:

$$b_{n,p}(x) \approx \hat{p}_\lambda(x),$$  \hspace{1cm} (2.2)

where $\hat{p}_\lambda(x) = \frac{p_\lambda(x)}{e^{\frac{x^2}{2n}} q^{\frac{x}{1 + \frac{x(x-1)}{2n}}}}$.

**Proof.** For $x = 0$, $b_{n,p}(0) = (1 - p)^n = (1 - \frac{\lambda}{n})^n = e^{n \log(1 - \frac{\lambda}{n})} = e^{-\lambda - \frac{\lambda^2}{2n}} \cdots$. Thus, when $n$ is large, we have $b_{n,p}(0) = \frac{e^{-\lambda}}{e^{\frac{\lambda^2}{2n}}} = \frac{p_\lambda(0)}{e^{\frac{\lambda^2}{2n}}}$. For $x \in \{1, ..., n\}$,

$$b_{n,p}(x) = \frac{n!}{x!(n-x)!} \frac{(np)^x q^n}{n^x q^n}$$

\[\]
\[= \frac{\lambda^x}{x!q^x} \left[ \frac{n}{n} \cdots \left( 1 - \frac{x-1}{n} \right) \right] \left( 1 - \frac{\lambda}{n} \right)^n \]
\[= \frac{\lambda^x}{x!q^x} \prod_{i=0}^{x-1} \left( 1 - \frac{i}{n} \right) \left( e^{-\lambda - \frac{\lambda^2}{2n} - \cdots} \right) \]
\[= \frac{\text{Po}(x)e^{-\frac{\lambda^2}{2n}} - \cdots}{q^x \left\{ 1 + \frac{x(x-1)}{2n} + O \left( \frac{1}{n^2} \right) \right\}} \text{ (by Lemma 2.1).} \]

For large \( n \), we obtain

\[b_{n,p}(x) \approx \frac{\text{Po}(x)}{e^{\frac{\lambda^2}{2n}} q^x \left\{ 1 + \frac{x(x-1)}{2n} \right\}},\]

which yields (2.2). \( \square \)

3. Numerical Examples

The following examples have been given to illustrate how well an improved Poisson distribution approximates a binomial distribution.

3.1. Let \( n = 100 \) and \( p = 0.01 \), then \( \lambda = 1.0 \) and the numerical results are as follows:

<table>
<thead>
<tr>
<th>( x )</th>
<th>( b_{n,p}(x) )</th>
<th>( \text{Po}(x) )</th>
<th>( \text{Po}(x) )</th>
<th>( b_{n,p}(x) - \text{Po}(x) )</th>
<th>( b_{n,p}(x) - \text{Po}(x) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.36603234</td>
<td>0.36604463</td>
<td>0.36787944</td>
<td>0.00001229</td>
<td>0.00184710</td>
</tr>
<tr>
<td>1</td>
<td>0.36972964</td>
<td>0.36974206</td>
<td>0.36787944</td>
<td>0.00001242</td>
<td>0.00185020</td>
</tr>
<tr>
<td>2</td>
<td>0.18486482</td>
<td>0.18488952</td>
<td>0.18393972</td>
<td>0.00002470</td>
<td>0.00092510</td>
</tr>
<tr>
<td>3</td>
<td>0.06099917</td>
<td>0.06104358</td>
<td>0.06131324</td>
<td>0.00004441</td>
<td>0.00031407</td>
</tr>
<tr>
<td>4</td>
<td>0.01494171</td>
<td>0.01497877</td>
<td>0.01532831</td>
<td>0.00003706</td>
<td>0.00038660</td>
</tr>
<tr>
<td>5</td>
<td>0.00289779</td>
<td>0.00291598</td>
<td>0.00306566</td>
<td>0.00001819</td>
<td>0.00016787</td>
</tr>
<tr>
<td>6</td>
<td>0.00046345</td>
<td>0.00046956</td>
<td>0.00051094</td>
<td>0.00000611</td>
<td>0.00004749</td>
</tr>
<tr>
<td>7</td>
<td>0.00006281</td>
<td>0.00006440</td>
<td>0.00007299</td>
<td>0.00000153</td>
<td>0.00001013</td>
</tr>
<tr>
<td>8</td>
<td>0.00000738</td>
<td>0.00000769</td>
<td>0.00000912</td>
<td>0.00000030</td>
<td>0.000000174</td>
</tr>
<tr>
<td>9</td>
<td>0.00000076</td>
<td>0.00000081</td>
<td>0.00000101</td>
<td>0.00000005</td>
<td>0.00000025</td>
</tr>
<tr>
<td>10</td>
<td>0.00000007</td>
<td>0.00000008</td>
<td>0.00000010</td>
<td>0.00000001</td>
<td>0.00000003</td>
</tr>
</tbody>
</table>

3.2. Let \( n = 1000 \) and \( p = 0.005 \), then \( \lambda = 5.0 \) and the numerical results are as follows:
The improved approximation is better than the Poisson approximation.

4. Conclusion

The result of this study is an improved Poisson distribution with mean $\lambda = np$. It can be used as a good approximation of the binomial distribution with parameters $n$ and $p$ when $n$ is large. Additionally, the improved approximation is better than the Poisson approximation.
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