QUANTUM STOCHASTIC EVOLUTIONS 
WITH NONLOCAL CONDITION  

M.O. Ogundiran  
Department of Mathematics  
Obafemi Awolowo University  
Ile-Ife, NIGERIA  

Abstract: This work is concerned with nonlocal problem of Quantum stochastic evolution of Hudson-Parthasarathy quantum stochastic calculus. By employing fixed point theorem we established the existence and uniqueness of mild and strong solutions of the problem.  

AMS Subject Classification: 34A60, 81S21  
Key Words: quantum stochastic processes, fixed point, nonlocal problem  

1. Introduction  
The existence of solution of quantum stochastic differential equations (qsde) of Hudson-Parthasarathy quantum stochastic calculus [9] had been studied by authors in different approach. Amongst these studies is the interesting work [7] in which the problem involving right and left qsde was solved. The mild solution was established for the left qsde while the strong solution was established for the right qsde. But much earlier was the work [6] on the existence of weak solutions of quantum stochastic evolution inclusions arising from a continuous perturbation of quantum stochastic differential inclusions. This work is motivated by the classical form of such evolution equation in which it was observed that problem with nonlocal conditions have much applications than problems with initial conditions. In the classical setting several authors have worked on
the nonlocal evolution problem initiated by [4]. Some authors even investigated the nonlocal problems with impulsive effects [1], [2], [3], [5], [11], [8].

Quantum stochastic evolution arising from Hudson-Parthasarathy qSDE in this work has an infinitesimal generator $-A$ of a $C_0$-semigroup which is a form of the problem considered in [7] and [6]. The present work is a form of generalization of the work [7] with nonlocal conditions and perturbation function. Moreover, by employing a strong locally convex topology in this work, the problem in [6] has been extended to strong case with nonlocal condition. The existence of solutions were established by using a fixed point approach. In Section 2, preliminaries on notations and definitions were stated while main results were established in Section 3.

2. Preliminaries

In this subsection we shall introduce the notations and definitions on Quantum stochastic differential equations as applicable in subsequent sections.

2.1. Notations and Definitions

To each pair $(D, H)$ consisting of a pre-Hilbert space $D$ and its completion $H$, we associate the set $L^+_w(D, H)$ of all linear maps $x$ from $D$ into $H$, with the property that the domain of the operator adjoint contains $D$. The members of $L^+_w(D, H)$ are densely-defined linear operators on $H$ which do not necessarily leave $D$ invariant and $L^+_w(D, H)$ is a linear space when equipped with the usual notions of addition and scalar multiplication.

Let $E$ be some pre-Hilbert space whose completion is $\mathcal{R}$ and $\gamma$ is a fixed Hilbert space.

$L^2_\gamma([0, t)), \gamma \text{ valued maps on } \mathbb{R}^+ \text{ with the}\}$

The inner product of the Hilbert space $\mathcal{R} \otimes \Gamma(L^2_\gamma([0, t)))$ will be denoted by $\langle ., . \rangle$ and $\| . \|$ the norm induced by $\langle ., . \rangle$.

Let $E_t$ be linear spaces generated by the exponential vectors in Fock spaces $\Gamma(L^2_\gamma([0, t)))$ and $\Gamma(L^2_\gamma([t, \infty)))$, respectively.

$$
\mathcal{B} \equiv L^+_w(\mathbb{D} \otimes E, \mathcal{R} \otimes \Gamma(L^2_\gamma([0, t))))
$$

$$
\mathcal{B}_t \equiv L^+_w(\mathbb{D} \otimes E_t, \mathcal{R} \otimes \Gamma(L^2_\gamma([0, t)))) \otimes \mathcal{I}_t
$$

$$
\mathcal{B}^t \equiv \mathcal{I}_t \otimes L^+_w(E^t, \Gamma(L^2_\gamma([t, \infty)))),
$$

$t > 0$
where \( \otimes \) denotes algebraic tensor product and \( I_t \) (resp. \( I^t \)) denotes the identity map on \( \mathcal{R} \otimes \Gamma(L^2_\gamma([0, t])) \) (resp. \( \Gamma(L^2_\gamma([t, \infty])) \)), \( t > 0 \).

For every \( \xi \in \mathbb{D} \otimes E \) define

\[
\| x \|_\xi = \| x \xi \|, \quad x \in \mathcal{B}
\]

then the family of seminorms

\[
\{ \| \cdot \|_\xi : \xi \in \mathbb{D} \otimes E \}
\]

generates a strong topology \( \tau_s \) on \( \mathcal{B} \).

The completion of the locally convex spaces \( (\mathcal{B}, \tau_s) \), \( (\mathcal{B}_t, \tau_s) \) and \( (\mathcal{B}^t, \tau_s) \) are respectively denoted by \( \tilde{\mathcal{B}} \), \( \tilde{\mathcal{B}}_t \) and \( \tilde{\mathcal{B}}^t \). The underlying elements of \( \tilde{\mathcal{B}} \) consist of linear maps from \( \mathbb{D} \otimes E \) into \( \mathcal{R} \otimes \Gamma(L^2_\gamma(\mathbb{R}^+)) \) having domains of their adjoints containing \( \mathbb{D} \otimes E \).

Throughout the paper, for a fixed positive constant \( a \), we denote \( I \) by

\[
I := [t_0, t_0 + a] \subseteq \mathbb{R}^+.
\]

By a stochastic process indexed by \( I \), we mean a map \( \Phi : I \rightarrow \tilde{\mathcal{B}} \).

A stochastic process \( \Phi \) will be called:

(i) adapted if \( \Phi(t) \subseteq \tilde{\mathcal{B}}_t \) for each \( t \in I \); \( \text{Ad}(\tilde{\mathcal{B}})_{ac} \) denotes the set of adapted absolutely continuous \( \tilde{\mathcal{B}} \)-valued stochastic processes.

(ii) locally absolutely \( p \)-integrable if \( t \mapsto \| \Phi(t) \|_\xi, t \in I \), lies in \( L^p_{\text{loc}}(\tilde{\mathcal{B}}) \) for arbitrary \( \xi \in \mathbb{D} \otimes E \).

The set of all absolutely \( p \)-integrable stochastic processes will be denoted by \( L^p_{\text{loc}}(\tilde{\mathcal{B}}) \) and for \( p \in (0, \infty) \), \( L^p_{\text{loc}}(I \times \tilde{\mathcal{B}}) \) is the set of maps \( \Phi : I \times \tilde{\mathcal{B}} \rightarrow \tilde{\mathcal{B}} \) such that \( t \mapsto \Phi(t, x(t)), t \in I \) lies in \( L^p_{\text{loc}}(\tilde{\mathcal{B}}) \) for every \( x \in L^p_{\text{loc}}(\tilde{\mathcal{B}}) \).

Consider stochastic processes \( E, F, G, H \in L^2_{\text{loc}}(I \times \tilde{\mathcal{B}}) \) and \( (t_0, x_0) \) be a fixed point in \( I \times \tilde{\mathcal{B}} \). Then, a relation of the form

\[
X(t) = x_0 + \int_0^t (E(s, X(s))d\Lambda_\pi(s) + F(s, X(s))dA_f(s) \\
+ G(s, X(s))dA_g^+(s) + H(s, X(s))ds \quad t \in [0, T])
\]

will be called a stochastic integral equation with coefficients \( E, F, G, \) and \( H \).

The stochastic differential equation corresponding to the integral equation above is:

\[
dX(t) = E(t, X(t))d\Lambda_\pi(t) + F(t, X(t))dA_f(t) \\
+ G(t, X(t))dA_g^+(t) + H(t, X(t))dt
\]

\[
X(0) = x_0 \quad \text{almost all} \quad t \in [0, T]
\]
The notion of solution of (2.1) is defined as follows:

By a solution of (2.1), we mean a stochastic process \( \varphi \in \text{Ad}(\tilde{\mathcal{B}})_{ac} \cap L^2_{\text{loc}}(\tilde{\mathcal{B}}) \) such that

\[
    d\varphi(t) = E(t, \varphi(t))d\Lambda_\pi(t) + F(t, \varphi(t))dA_f(t) \\
    + G(t, \varphi(t))dA^+_g(t) + H(t, \varphi(t))dt \quad \text{almost all } t \in I
\]

\[ \varphi(t_0) = \varphi_0 \]

This work shall be concerned with the existence of mild and strong solutions of nonlocal quantum stochastic evolution problem arising from (2.1), which is of the form

\[
    dx(t) + Ax(t)dt = E(t, x(t))d\Lambda_\pi(t) + F(t, x(t))dA_f(t) \\
    + G(t, x(t))dA^+_g(t) + H(t, x(t))dt \quad t \in [t_0, t_0 + a] \quad (2.2)
\]

\[ x(t_0) + g(t_1, ..., t_p, x(.)) = x_0 \]

where \( 0 \leq t_0 < t_1 < t_2 < ... < t_p \leq t_0 + a \ (p \in \mathbb{N}) \) and \( A : D(A) \subset \tilde{\mathcal{B}} \to \tilde{\mathcal{B}} \) is a non-densely defined operator, which is an infinitesimal generator of \( C_0 \)-semigroup \( S(t) \), on a locally convex space \( \tilde{\mathcal{B}} \).

3. Main Results

A continuous adapted stochastic process \( x \) will be said to be a mild solution of problem (2.2) if \( x \) is of the integral equation

\[
    x(t) = S(t-t_0)x_0 + S(t-t_0)h(t_1, ..., t_p, x(.)) \\
    + \int_{t_0}^{t} S(t-s) \left( E(s, x(s))d\Lambda_\pi(s) + F(s, x(s))dA_f(s) \\
    + G(s, x(s))dA^+_g(s) + H(s, x(s))ds \right), \quad t \in I.
\]

**Theorem 3.1.** Assume that:

(i) \( 0 \leq t_0 < t_1 < ... < t_p \leq t_0 + a \ (p \in \mathbb{N}) \) and \( \Omega = \overline{B(0, r)} = \{ y : \| y \|_\xi \leq r \} \subset \tilde{\mathcal{B}} \).

(ii) \( \Phi \in \{ E, F, G, H \} ; \Phi : I \times \tilde{\mathcal{B}} \to \tilde{\mathcal{B}} \) is continuous in \( t \) on \( I \) and there exist constants \( L, L_{\Phi} > 0 \) with \( L = \max \{ L_{\Phi} \} \) such that

\[
    \| \Phi(s, y) - \Phi(s, \overline{y}) \|_\xi \leq L_{\Phi} \| y - \overline{y} \|_\xi
\]
for $s \in I; y, \overline{y} \in \Omega$.  

(iii) $h : I^p \times \tilde{B} \to \tilde{B}$ and there exists a constant $K > 0$ such that

$$\| h(t_1, ..., t_p, w(.)) - h(t_1, ..., t_p, \overline{w}(.)) \|_\xi \leq K \| w - \overline{w} \|_{C(I, \Omega)},$$

for $w, \overline{w} \in C(I; \Omega)$.  

(iv) $A$ is the infinitesimal generator of semigroup of contraction $S(t), t \geq 0,$

(v) $M := \max_{\tau \in [0,a]} \| U(\tau) \|_\xi,$

$N := \max \{ \max_{s \in I} \| E(s, 0) \|_\xi, \max_{s \in I} \| F(s, 0) \|_\xi, \max_{s \in I} \| G(s, 0) \|_\xi, \max_{s \in I} \| H(s, 0) \|_\xi \},$

$R := \max_{w \in C(I; \Omega)} \| h(t_1, ..., t_p, w(.)) \|_\xi$

(vi) The constants $\| x_0 \|_\xi, a, r, K, L, M, N$ and $R$ satisfy the following inequalities:

$$M(\| x_0 \|_\xi + R + raL + aN) \leq r,$$

$$M(K + aL) < 1.$$  

Then problem (2.2) has a unique mild solution $x \in Ad_{ac}(I; \tilde{B})$

Proof. Introduce the operator $\Psi$ given by

$$(\Psi y)(t) = S(t - t_0)x_0 - S(t - t_0)h(t_1, ..., t_p, y(.))$$

$$+ \int_{t_0}^{t} S(t - s) \left( (E(s, y(s))d\Lambda_\pi(s) + F(s, y(s))dA_f(s) \right.$$  

$$+ G(s, y(s))dA_\delta^+(s) + H(s, y(s))ds \right), \ t \in I,$$

on the space $Y := Ad_{ac}(I; \Omega)$. For an arbitrary $\xi \in \mathbb{D} \otimes \mathbb{E}$, we define the norm $\| . \|_Y$ as

$$\| y \|_Y = \sup_{t \in I} \| y(t) \xi \|$$
We shall show that \( \Psi \) maps \( \Upsilon \) into \( \Upsilon \). We observe that, by (3.5), (3.3), (3.4) and (3.1):

\[
\| (\Psi y)(t) \|_{\xi} \leq \| S(t - t_0)x_0 \|_{\xi} + \| S(t - t_0)h(t_1, ..., t_p, y(.)) \|_{\xi} + \int_{t_0}^{t} S(t - s) \left[ (E(s, y(s))d\Lambda_{\pi}(s) \\
+ F(s, y(s))dA_f(s) + G(s, y(s))dA_g^+(s) + H(s, y(s))ds \right] \|_{\xi} \\
\leq M \| x_0 \|_{\xi} + MR + M \int_{t_0}^{t} \left[ \| (E(s, y(s)) - E(s, 0))d\Lambda_{\pi}(s) \\
+ (F(s, y(s)) - F(s, 0))dA_f(s) + (G(s, y(s)) - G(s, 0))dA_g^+(s) \\
+ (H(s, y(s)) - H(s, 0))ds \right] \|_{\xi} + \left( \| E(s, 0) \|_{\xi} d\Lambda_{\pi}(s) \\
+ \| F(s, 0) \|_{\xi} dA_f(s) + \| G(s, 0) \|_{\xi} dA_g^+(s) + \| H(s, 0) \|_{\xi} ds \right) \\
\leq M \| x_0 \|_{\xi} + MR + M \int_{t_0}^{t} \left[ (L_E \| y(s) \|_{\xi} + \| E(s, 0) \|_{\xi})d\Lambda_{\pi}(s) \\
+ (L_F \| y(s) \|_{\xi} + \| F(s, 0) \|_{\xi})dA_f(s) + (L_G \| y(s) \|_{\xi} \\
+ \| G(s, 0) \|_{\xi})dA_g^+(s) \\
+ (L_H \| y(s) \|_{\xi} + \| H(s, 0) \|_{\xi})ds \right) \\
\leq M(\| x_0 \|_{\xi} + R + raL + aN) \leq r \text{ for } v \in \Upsilon \text{ and } t \in I.
\]

Therefore,

\[
\Psi : \Upsilon \to \Upsilon \tag{3.6}
\]

Next we shall show that \( \Psi \) is a contraction on \( \Upsilon \).

Consider the difference

\[
(\Psi y)(t) - (\Psi \overline{y})(t) = \int_{t_0}^{t} S(t - s) \left[ (E(s, y(s)) - E(s, \overline{y}(s)))d\Lambda_{\pi}(s) \\
+ (F(s, y(s)) - F(s, \overline{y}(s)))dA_f(s) + (G(s, y(s)) - G(s, \overline{y}(s)))dA_g^+(s) \\
+ (H(s, y(s)) - H(s, \overline{y}(s)))ds \right] \\
- S(t - t_0) \left[ h(t_1, ..., t_p, y(.)) - h(t_1, ..., t_p, \overline{y}(.)) \right]
\]

for \( y, \overline{y} \in \Upsilon \) and \( t \in I \).
Then from (3.7), (3.3), (3.2) and (3.1):  
\[ \| (\Psi y)(t) - (\Psi \overline{y})(t) \|_{\xi} \leq \int_{t_0}^{t} \| S(t - s) \|_{\xi} \left[ \| (E(s, y(s)) - E(s, \overline{y}(s))) \|_{\xi} d\Lambda_{\pi}(s) \\
+ \| (F(s, y(s)) - F(s, \overline{y}(s))) \|_{\xi} dA_{f}(s) \\
+ \| (G(s, y(s)) - G(s, \overline{y}(s))) \|_{\xi} dA_{g}(s) \\
+ \| (H(s, y(s)) - H(s, \overline{y}(s))) \|_{\xi} ds \right] \\
+ S(t - t_0) \left[ h(t_1, ..., t_p, y(\cdot)) - h(t_1, ..., t_p, \overline{y}(\cdot)) \right] \]
\[ \leq M \int_{t_0}^{t} \left( L_E(\| y(s) - \overline{y}(s) \|_{\xi}) d\Lambda_{\pi}(s) + L_F(\| y(s) - \overline{y}(s) \|_{\xi}) dA_{f}(s) \\
+ L_G(\| y(s) - \overline{y}(s) \|_{\xi}) dA_{g}(s) + L_H(\| y(s) - \overline{y}(s) \|_{\xi}) ds \right) \]
\[ \leq M(K + aL) \| y - \overline{y} \|_{\Upsilon} \quad \text{for } y, \overline{y} \in \Upsilon \quad \text{and} \quad t \in I. \]  
(3.8)

If we define \( q = M(K + aL) \) then, by (3.8) and (3.4),  
\[ \| \Psi y - \Psi \overline{y} \|_{\Upsilon} \leq q \| y - \overline{y} \|_{\Upsilon} \quad \text{for } y, \overline{y} \in \Upsilon \]  
(3.9)

with \( 0 < q < 1 \). This shows that operator \( \Psi \) is a contraction.

Consequently, by (3.6) and (3.9), operator \( \Psi \) has a unique fixed point in \( \Upsilon \) which is the mild solution of the problem (2.2) \( I \). \( \square \)

An adapted stochastic process \( x \) is said to be a strong solution of problem (2.2) on \( I \), if \( x \) is differentiable almost everywhere on \( I \) with its derivative \( x' \) belongs to \( L^1(t_0, t_0 + a; \tilde{B}) \), \( x(t_0) = x_0 + h(t_1, ..., t_p, x(\cdot)) \) and  
\[ dx(t) = E(t, x(t))d\Lambda_{\pi}(t) + F(t, x(t))dA_{f}(t) \\
+ G(t, x(t))dA_{g}(t) + H(t, x(t))dt \quad \text{a.e.on} \quad I \]

**Theorem 3.2.** Assume that:

(i) \( 0 \leq t_0 < t_1 < ... < t_p \leq t_0 + a \) (\( p \in \mathbb{N} \)) and \( \Omega = \overline{B(0, r)} = \{ y : \| y \|_{\xi} \leq r \} \subset \tilde{B}. \)

(ii) \( \Phi \in \{ E, F, G, H \}; \Phi : I \times \tilde{B} \rightarrow \tilde{B} \) there exist constants \( C, C_{\Phi} > 0 \) with \( C = \max\{ C_{\Phi} \} \) such that  
\[ \| \Phi(s, y) - \Phi(s, \overline{y}) \|_{\xi} \leq C_{\Phi}(\| s - \overline{s} \| + \| y - \overline{y} \|_{\xi}) \quad \text{for} \quad s, \overline{s} \in I; y, \overline{y} \in \Omega \]  
(3.10)
(iii) \( h : \mathcal{I}^p \times \mathcal{B} \rightarrow \mathcal{B}, h(t_1, ..., t_p, (\cdot)) \in D(A) \) and there exists a constant \( K > 0 \) such that
\[
\| h(t_1, ..., t_p, w(\cdot)) - h(t_1, ..., t_p, \overline{w}(\cdot)) \|_\xi \leq K \| w - \overline{w} \|_{C(I; \Omega)},
\]
for \( w, \overline{w} \in C(I; \Omega) \).

(iv) \( A \) is the infinitesimal generator of semigroup of contraction \( S(t), t \geq 0 \), on \( \mathcal{B} \).

(v) \[
M := \max_{\tau \in [0,a]} \| S(\tau) \|_\xi, \quad N := \max \{ \max_{s \in I} \| E(s, 0) \|_\xi, \max_{s \in I} \| F(s, 0) \|_\xi, \max_{s \in I} \| G(s, 0) \|_\xi, \max_{s \in I} \| H(s, 0) \|_\xi \}, \quad R := \max_{w \in C(I; \Omega)} \| h(t_1, ..., t_p, w(\cdot)) \|_\xi.
\]
(3.11)

(vi) \( x_0 \in D(A) \).

(vii) The constants \( \| x_0 \|_\xi, a, r, K, C, M, N \) and \( R \) satisfy the following inequalities:
\[
M(\| x_0 \|_\xi + r + raC + aN) \leq r, \quad M(K + aC) < 1.
\]

(viii) \( x \) is the mild solution of problem (2.2) on \( I \). Then \( x \) is a strong solution of problem (2.2) on \( I \).

Proof. Observe that
\[
x(t + h) - x(t) = [S(t + h - t_0)x_0 - S(t - t_0)x_0] - [S(t + h - t_0)h(t_1, ..., t_p, x(\cdot)) - S(t - t_0)h(t_1, ..., t_p, x(\cdot))] + \int_{t_0}^{t+h} S(t + h - s) \left[ E(s, x(s))d\Lambda_{\pi}(s) + F(s, x(s))dA_f(s) + G(s, x(s))dA_g^+(s) + H(s, x(s))ds \right] - \int_{t_0}^{t} S(t - s) \left[ E(s, x(s))d\Lambda_{\pi}(s) + F(s, x(s))dA_f(s) + G(s, x(s))dA_g^+(s) + H(s, x(s))ds \right]
\]
\[ S(t + h - t_0)x_0 - S(t - t_0)x_0 \]
\[- S(t + h - t_0)h(t_1, ..., t_p, x(.)) - S(t - t_0)h(t_1, ..., t_p, x(.)) \]
\[ + \int_{t_0}^{t+h} S(t + h - s) \left[ E(s, x(s))d\Lambda_\pi(s) + F(s, x(s))dA_f(s) \right. \]
\[ \left. + G(s, x(s))dA_g^+(s) + H(s, x(s))ds \right] \]
\[ + \int_{t_0}^{t} S(t - s) \left[ (E(s + h, x(s + h)) - E(t, x(s)))d\Lambda_\pi(s) \right. \]
\[ \left. + (F(s + h, x(s + h)) - F(s, x(s)))dA_f(s) \right. \]
\[ \left. + (G(s + h, x(s + h)) - G(s, x(s)))dA_g^+(s) \right. \]
\[ \left. + (H(s + h, x(s + h)) - H(s, x(s)))ds \right], \quad t \in I. \quad (3.12) \]

Since all the assumptions of Theorem 3.1 are satisfied it is obvious that problem (2.2), possesses a unique mild solution belonging to \( C(I; \mathcal{B}) \) which, according to assumption (ix), is denoted by \( x \).

Next, we shall show that this mild solution is a strong solution of problem (2.2) on \( I \). Let

\[ \overline{N} := \max_{s \in I} \| \Phi(s, x(s)) \|_\xi, \quad \Phi \in \{ E, F, G, H \} \quad (3.13) \]

Consequently, by (3.13), (3.11), (3.12) and (3.10),

\[ \| x(t + h) - x(t) \|_\xi \leq hM \| h x_0 \|_\xi + hM \| Ah(t_1, ..., t_p, x(.)) \|_\xi + hM \overline{N} \]
\[ + MC \int_{t_0}^{t} (h + \| x(s + h) - x(s) \|_\xi)ds \]
\[ \leq hM \| A x_0 \|_\xi + hM \| Ah(t_1, ..., t_p, x(.)) \|_\xi + hM \overline{N} \]
\[ + MCah + MC \int_{t_0}^{t} \| x(s + h) - x(s) \|_\xi ds \]
\[ = \overline{C}h + MC \int_{t_0}^{t} \| x(s + h) - x(s) \|_\xi ds, \quad t \in I, \quad (3.14) \]

where

\[ \overline{C} := M[\| A x_0 \|_\xi + \| Ah(t_1, ..., t_p, x(.)) \|_\xi + \overline{N} + aC] \]

From (3.14) and Gronwall’s inequality,

\[ \| x(t + h) - x(t) \|_\xi \leq \overline{C}e^{aMC}h, \quad t \in I \]
and therefore $x$ is Lipschitz continuous on $I$.

The Lipschitz continuity of $x$ on $I$ combined with the Lipschitz of $E, F, G, H$ on $I \times \mathcal{B}$ implies that $t \to \Phi(t, x(t))$ is Lipschitz continuous on $I$. This property of $\Phi$ together with the assumptions of Theorem 3.1 that the linear Cauchy problem

\[
\begin{align*}
 dy(t) &= Ay(t) + E(t, x(t))d\Lambda_\pi(t) + F(t, x(t))dA_f(t) \\
 &\quad + G(t, x(t))dA_g^+(t) + H(t, x(t)) dt \text{ a.e. on } I \\
y(t_0) &= x_0 - h(t_1, \ldots, t_p, u(\cdot))
\end{align*}
\]

which can be written in the equivalent form has a unique strong solution $y$ on $I$ satisfying the equation

\[
\begin{align*}
 y(t) &= S(t - t_0)x_0 - S(t - t_0)h(t_1, \ldots, t_p, u(\cdot)) \\
 &\quad + \int_{t_0}^t S(t - s) \left[ E(s, x(s))d\Lambda_\pi(s) + F(s, x(s))dA_f(s) \\
 &\quad + G(s, x(s))dA_g^+(s) + H(s, x(s))ds \right] = x(t) \quad t \in I.
\end{align*}
\]

Consequently, $x$ is a strong solution of problem (2.2) on $I$ and therefore the proof of Theorem 3.2 is complete.
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