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1. Introduction

The Fibonacci sequence (or the sequence of Fibonacci numbers) \( (F_n)_{n \geq 0} \) is the sequence of positive integers satisfying the recurrence \( F_{n+2} = F_{n+1} + F_n \) with the initial conditions \( F_0 = 0 \) and \( F_1 = 1 \). Similarly the Lucas numbers are the sequence of integers \( (L_n)_{n \geq 0} \) defined by the recurrence relation \( L_{n+2} = L_{n+1} + L_n \), with \( L_0 = 2 \) and \( L_1 = 1 \). The Fibonacci and Lucas numbers are well-known for possessing many amazing properties (see e. g. [6], [11] or [12]). For example the following identities hold between the Fibonacci and Lucas...
numbers

\begin{align*}
F_{n+2} &= 2F_n + F_{n-1}, \\
L_{n+1} &= 3F_n + F_{n-1}, \\
L_n &= F_n + 2F_{n-1}.
\end{align*}

(1) (2) (3)

Square matrix $A = (a_{jk})$ of the order $n$, where $a_{jk} = 0$ for $|k - j| > 1$ and $1 \leq j, k \leq n$, is called tridiagonal matrix. Let $B = (b_{jk})$ be any square matrix of the order $n$. The permanent of matrix $B$ is defined by the following way

$$
\text{per} B = \sum_{\sigma \in S_n} \prod_{j=1}^{n} b_{j\sigma(j)},
$$

where the summation extends over all permutations $\sigma$ of the symmetric group $S_n$. The permanent of a matrix is analogous to the determinant, where all of the signs used in the Laplace expansion of minors are positive (see [8]).

Arguably, the first result on the relation between the permanent of tridiagonal matrix and the Fibonacci numbers can be extracted from a more general case, which is due to Minc [8], but this result was exactly given by King and Parker [5]. They derived that for permanent of the tridiagonal matrix

\[
\mathbb{C}(n) = \begin{pmatrix}
1 & 1 & 0 & \cdots & 0 \\
1 & 1 & 1 & \ddots & \vdots \\
0 & 1 & 1 & \ddots & 0 \\
\vdots & \ddots & \ddots & \ddots & 1 \\
0 & \cdots & 0 & 1 & 1
\end{pmatrix},
\]

where $n$ is order of this matrix, the following holds

$$
\text{per}\mathbb{C}(n) = F_{n+1}.
$$

Kiliç and Taşci [3] found, using contraction method of a square matrix (Brualdi and Gibson [1] introduced this method), that for permanent of the matrix

\[
\mathbb{D}(n) = \begin{pmatrix}
1 & -1 & 0 & \cdots & 0 \\
-1 & 1 & -1 & \ddots & \vdots \\
0 & -1 & 1 & \ddots & 0 \\
\vdots & \ddots & \ddots & \ddots & -1 \\
0 & \cdots & 0 & 1 & 1
\end{pmatrix},
\]

(4) (5)
the following holds

$$\text{per} \mathbb{D}(n) = F_{n+1}.$$  

Jíňa and Trojovský [2] generalized results (4) and (5), as they showed that for permanent of the matrix

$$E(n) = \begin{pmatrix}
1 & \frac{1}{x} & 0 & \cdots & 0 \\
x & 1 & \ddots & \ddots & \vdots \\
0 & x & \ddots & \ddots & 0 \\
\vdots & \ddots & x & 1 & \frac{1}{x} \\
0 & \cdots & 0 & x & 1
\end{pmatrix},$$  

(6)

where $x \neq 0$, the following holds

$$\text{per} \mathbb{E}(n) = F_{n+1}$$

for $n \geq 1$.

Another recent interesting application of the tridiagonal matrices can be found for example in [9, 10]. In this paper we turn our attention to the relation of permanents of special tridiagonal matrices with Fibonacci numbers. We show that matrix (6) can be generalized by a matrix, whose permanent is related to Fibonacci numbers too.

2. Preliminary Results

We will use the following lemma from [3], which can be easily proved by Laplace expansion for permanents.

**Lemma 1.** (Lemma 3 of [3]) Let $\{F(n), n = 1, 2, \ldots \}$ be the sequence of matrices of type $n \times n$ in the following form

$$F(n) = \begin{pmatrix}
f_{1,1} & f_{1,2} & 0 & \cdots & 0 \\
f_{2,1} & f_{2,2} & f_{2,3} & \ddots & \vdots \\
0 & f_{3,2} & f_{3,3} & \ddots & 0 \\
\vdots & \ddots & \ddots & \ddots & \ddots \\
0 & \cdots & 0 & f_{n-1,n} & f_{n,n}
\end{pmatrix}.$$  

Then the successive permanents of sequence $F(n)$ are given by recursive formula
\[
\begin{align*}
\text{per} \mathcal{F}(1) &= f_{1,1}; \\
\text{per} \mathcal{F}(2) &= f_{1,1}f_{2,2} + f_{1,2}f_{2,1}; \\
\text{per} \mathcal{F}(n) &= f_{n,n}\text{per} \mathcal{F}(n-1) + f_{n-1,n}f_{n,n-1}\text{per} \mathcal{F}(n-2).
\end{align*}
\]

3. Main Results

**Theorem 2.** Let \( x \) be any positive integer. Let \( (\varepsilon_n)_{n \geq 0}, (\delta_n)_{n \geq 0} \) be any sequences of complex numbers, with property \( \varepsilon_k\delta_k = 1 \) for any \( k, 1 \leq k \leq n \). Let \( \{\mathcal{G}_n^\alpha(x), n = 1, 2, 3, \ldots \wedge \alpha \in \{0,1\}\} \) be a sequence of tridiagonal matrices in the form

\[
\mathcal{G}_n^\alpha(x) =
\begin{pmatrix}
x^\alpha & \varepsilon_1 & 0 & \cdots & \cdots & 0 \\
\delta_1 & x^{1-\alpha} & \varepsilon_2 & \ddots & \ddots & \vdots \\
0 & \delta_2 & 1 & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & \ddots & \varepsilon_{n-2} & 0 \\
\vdots & \ddots & \ddots & \delta_{n-2} & 1 & \varepsilon_{n-1} \\
0 & \cdots & \cdots & 0 & \delta_{n-1} & 1 
\end{pmatrix}.
\]

Then

\[
\text{per} \mathcal{G}_n^\alpha(x) = F_n x^\alpha + F_{n-1} x^{1-\alpha} = \begin{cases} 
F_n + F_{n-1} x, & \alpha = 0; \\
F_{n-1} + F_n x, & \alpha = 1.
\end{cases}
\]

**Proof.** We use mathematical induction with respect to \( n \). For \( n = 1 \) and \( n = 2 \) we have

\[
\begin{align*}
\text{per} \mathcal{G}_1^\alpha(x) &= g_{1,1}(x) = x^\alpha = F_1 x^\alpha + F_0 x^{1-\alpha}; \\
\text{per} \mathcal{G}_2^\alpha(x) &= g_{1,1}(x)g_{2,2}(x) + g_{1,2}(x)g_{2,1}(x) \\
&= x + \varepsilon_1\delta_1 = x + 1 = x^\alpha + x^{1-\alpha} \\
&= F_2 x^\alpha + F_1 x^{1-\alpha}.
\end{align*}
\]
respectively, hence relation (8) holds. Suppose that the assertion holds for every \(k, 3 \leq k < n\) Then we have to show that the assertion is true for \(n\) too. We obtain by identity (7)

\[
\text{per} G_n^\alpha(x) = g_{n,n}(x)\text{per} G_{n-1}^\alpha(x) + g_{n-1,n}(x)g_{n,n-1}(x)\text{per} G_{n-2}^\alpha(x)
\]

\[
= 1 \cdot \text{per} G_{n-1}^\alpha(x) + \epsilon_{n-1}\delta_{n-1}\text{per} G_{n-2}^\alpha(x)
\]

\[
= \text{per} G_{n-1}^\alpha(x) + \text{per} G_{n-2}^\alpha(x)
\]

for \(n \geq 3\). The induction follows for \(n \geq 3\) if we assume that (8) holds when \(n\) is replaced by \(n - 2\) or \(n - 1\)

\[
\text{per} G_n^\alpha(x) = (F_{n-1}x^\alpha + F_{n-2}x^{1-\alpha}) + (F_{n-2}x^\alpha + F_{n-3}x^{1-\alpha})
\]

\[
= F_nx^\alpha + F_{n-1}x^{1-\alpha}.
\]

Hence (8) holds for \(n\) as well and the assertion is proved. \(\square\)

**Corollary 3.** Setting \(x = 1\) and \(\epsilon_k = \delta_k = 1\) or \(x = 1\) and \(\epsilon_k = \delta_k = -1\) in Theorem 2, for \(1 \leq k \leq n\), we directly obtain (4) or (5) respectively.

Similarly we can obtain infinitely many interesting \(n\)-square matrices, whose permanents are equal to the Fibonacci or Lucas numbers, using Theorem 2, but there are integer matrices of this type only for entries \(\epsilon_k = \pm 1\), \(\delta_k = \epsilon_k\), where \(1 \leq k \leq n\). For example, we obtain the following sequences of integer matrices (the assertions follow from identities (1), (2) and (3))

\[
\text{per} G_n^1(2) = \begin{pmatrix}
2 & 1 & 0 & \cdots & \cdots & 0 \\
1 & 1 & 1 & 0 & \ddots & \vdots \\
0 & 1 & 1 & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & \ddots & \ddots & 0 \\
0 & \cdots & \cdots & \cdots & \cdots & 1 \\
\end{pmatrix} = F_{n+2},
\]
\[
\begin{align*}
\text{per}^G_n(3) &= \begin{pmatrix}
3 & 1 & 0 & \cdots & \cdots & 0 \\
1 & 1 & 1 & 0 & \ddots & \vdots \\
0 & 1 & 1 & \ddots & \ddots & \vdots \\
& \ddots & \ddots & \ddots & \ddots & 0 \\
& & \ddots & \ddots & \ddots & 1 \\
0 & \cdots & \cdots & 0 & 1 & 1 \\
\end{pmatrix} = L_{n+1}, \\
\text{per}^G_n(2) &= \begin{pmatrix}
1 & 1 & 0 & \cdots & \cdots & 0 \\
1 & 2 & 1 & 0 & \ddots & \vdots \\
0 & 1 & 1 & \ddots & \ddots & \vdots \\
& \ddots & \ddots & \ddots & \ddots & 0 \\
& & \ddots & \ddots & \ddots & 1 \\
0 & \cdots & \cdots & 0 & 1 & 1 \\
\end{pmatrix} = L_n.
\end{align*}
\]
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