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Abstract: This paper presents new implementation of reliable iterative method proposed by Temimi and Ansari namely (TAM) for analytic and numerical solutions of Duffing equations in two types: damping and undamping equations. The solution is obtained in the series form that converge to the exact solution with easily computed components. Several problems are solved to demonstrate the efficiency of the proposed methods without any restrictive assumptions for nonlinear terms. However, for some examples numerical calculations evidenced by tables and figures for the analysis of the maximal error remainder values. The software used for the calculations in this study was MATHEMATICA ® 9.0.
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1. Introduction

Nonlinear differential equations play important role in modeling numerous important phenomena occurring in various fields of physics, chemistry and engineering science are frequently modeled through nonlinear differential equations.
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Various methods have been used to solve linear and nonlinear differential equations such as A domain decomposition method, variational iteration method and some other analytic and approximate methods.

In 1918, the German electrical engineer Georg Duffing finds out the Duffing equation [4]. Duffing equation is a nonlinear differential equation, which is playing an important role in many sciences such as physics and engineering [5].

This equation that occur as a result of vibrations of a mass of objects to a nonlinear spring force and periodic forcing [6]. Moon and Holmes, they conducted a modification on the general Duffing equation on the linear part that becomes negative [7].

Duffing equation, it has become a basic role in many areas like a classical oscillator is chaotic systems [8], nonlinear vibration of beams and plates, research large amplitude oscillation of centrifugal governor systems [9], [10], periodic orbit extraction, nonlinear mechanical oscillators and prediction of diseases [8], [11], magnetic- pliancy mechanical systems [10], the nonlinear dynamics of slender elastica and the generalized pochhammer-chree (PC) equation [5].

This equation, it resolves in many of a new process in the open literature such as modified differential transform method [10], variational iteration method [12], Daftardar-Jafari (DJ) method [7], homotopy perturbation transform method [13], an effective approach method [11], a new approach method [14] and homotopy analysis method [15]. Several of this method are used to find analytic and numerical solution.

The Adomain decomposition method in [16] is successfully applied to solve Duffing equations, however, it needs to calculate Adomain polynomial to deal with the nonlinear terms.

In this article, the general form of Duffing equation [5], will be solved:

\[ u''(x) + k_1 u'(x) + k_2 u(x) + k_3 u^3(x) = f(x) \]  
(1)

with initial condition

\[ u(0) = a, \ u'(0) = b. \]  
(2)

where \( k_1, k_2, k_3, a \) and \( b \) are real constants. Duffing equation clearly is a nonlinear ordinary differential equation and it is of the second order [4].

The main aim of this paper is to implement an iterative method namely (TAM) which proposed by Temimi and Ansari in 2011 [1] to solve Duffing equations in two kind, damping and undamping. This method has successfully solved the nonlinear second order multipoint boundary value problems [2], nonlinear ordinary differential equations and system of nonlinear differential equations [3].
2. The Basic Idea of TAM

We rewrite the Eq. (1) as

\[ L(u(x)) + N(u(x)) + g(x) = 0, \quad (3) \]

with boundary condition

\[ B(u, u'), \quad (4) \]

where \( x \) indicates the independent variable, \( u(x) \) is an unknown function, \( g(x) \) is a known function, \( L \) is a linear operator, \( N \) is a nonlinear operator. Here we can take view linear parts and add them to \( N \) as needed. The method applied as follows, we start by suppose that \( u_0(x) \) is an initial valuation of the solution to the equation \( u(x) \) and is the solution of the equation

\[ L(u_0(x)) + g(x) = 0, \quad \text{with} \quad B(u_0, u'_0). \quad (5) \]

To find the next iterate to the solution, we solve the following equation:

\[ L(u_1 + g(x) + N(u_0(x)) = 0, \quad \text{with} \quad B(u_1, u'_1). \quad (6) \]

Thus, we have a simple iterative step which is effecting the solution of a linear set of equation i. e.,

\[ L(u_{n+1}(x)) + g(x) + N(u_n(x)) = 0, \quad \text{with} \quad B(u_{n+1}, u'_{n+1}). \quad (7) \]

It is noted that each of the \( u_i(x) \) are solutions to Eq. (3). We suggest that the convergence of the iteration be monitored using standard error control procedures such as the maximal error reminder as illustrated in [3].
3. Convergence and Error Analysis of the TAM

Consider the $L^2$ norm \[3\]
\[
\|f\| = \left( \int_0^t f^2 \right)^{\frac{1}{2}}.
\] (8)

The error remainder is given by \[7\]
\[
ER_n = u''_n(x) + k_1 u'_n(x) + k_2 u_n(x) + k_3 u^3_n(x) - f(x).
\] (9)

The maximal error remainder parameters are:
\[
MER_n = \max_{0 \leq x \leq 1} |ER_n(x)|.
\] (10)

Consider the Duffing equation
\[
u''(x) + k_1 u'(x) + k_2 u(x) + k_3 u^3(x) - f(x) = 0,
\] (11)
with initial condition
\[
u(0) = a \quad \text{and} \quad \nu'(0) = b.
\] (12)

Follows we prove the sequence of function $u_n$, which are solutions of \[3\]
\[
u_{n+1}''(x) = -k_1 u'_n(x) - k_2 u_n(x) - k_3 u^3_n(x) + f(x),
\] (13)
with initial condition
\[
u_n(0) = a \quad \text{and} \quad \nu'_n(0) = b.
\] (14)

If we study the convergence of the above iterative method, we need to state the Green’s function \[17\], associated with Eq.(11), (12) that is
\[
G(x, t) = Ax + B \quad \text{for} \quad x < t \quad \text{and} \quad G(x, t) = Cx + D \quad \text{for} \quad x > t,
\] (17)
We apply the condition
\[
\lim_{x \to \infty} G(x, t) = \lim_{x \to \infty} \frac{dG(x, t)}{dx} = 0.
\] (18)

If \( C = D = 0 \) the continuity and jump conditions at \( x = t \) then yield
\[
G(x, t) = t - x \quad \text{for} \quad x < t \quad \text{and} \quad G(x, t) = 0 \quad \text{and} \quad x > t. \quad (19)
\]

Let
\[
K = \max_{x,t} |G(x, t)| = \max_{x,t} |t - x|. \quad (20)
\]

We put this Green's function in coming formula [17]
\[
u = \int_0^\infty G(x, t)f(x)dx - p(0)[a \frac{dG(x, t)}{dx} - G(0, t)b]. \quad (21)
\]

If \( p = 1 \), we have
\[
u = \int_0^\infty G(x, t)(u''(t) + k_1 u'(t) + k_2 u(t) + k_3 u^3(t) - f(t))dt + a + bt. \quad (22)
\]

The sequence of solution of Eq.(13), (14) as:
\[
u_{n+1} = \int_0^t G(x, t)(u''(t) + k_1 u'(t) + k_2 u_n(t) + k_3 u^3_n(t) - f(t))dt. \quad (23)
\]

Be subtracting Eq.(22), (23) and applying the Mean value theorem, we have
\[
u_{n+1} - \nu = \int_0^t G(x, t)f_u(\theta_n)(u_n(t) - u(t))dt, \quad (24)
\]

where
\[
\theta_n \epsilon(u_n, u) \quad \text{and} \quad f_u = \frac{df}{du}. \quad (25)
\]

Let
\[
M = \max_{u_n < \theta_n < u} |f_u(\theta_n)|. \quad (26)
\]

**Theorem 3.1.1.** (see [3]) Let \( \nu \) and \( \nu_n \), respectively, be the solutions of Eq.(11), (12) and Eq.(13), (14). Suppose that \( f \) is a nonlinear analytic function. Then, if \( Mkb < 1 \), the sequence of functions \( \nu_n \) converges to the exact solution \( \nu \) in the \( L^2 \)- norm, where \( M \) and \( K \) are defined, respectively, by Eq.(26) and (20).
Theorem 3.1.2. (see [3]) Let \( u \) and \( u_n \), respectively, be the solutions of Eq.(11), (12) and Eq.(13), (14). Suppose that \( f \) is a nonlinear analytic function. Then, if \( Mkb < 1 \), the maximal error remainder defined by (6) converges to zero with respect to \( n \) and therefore the sequence of functions converges to the exact solution \( u \), where \( M \) and \( K \) are defined by Eq.(26) and (20), respectively.

4. Solving Duffing Equations by using the TAM

Here in this section, we apply the TAM to obtain the exact and approximate solution for Duffing equations. Consider a form of the Duffing equation given in Eq.(1).

We write the Duffing equation as operator form as follows:

\[
L(u(x)) + N(u(x)) + g(x) = 0, \tag{27}
\]

where

\[
N(u(x)) = k_1 u'(x) + k_2 u(x) + k_3 u^3(x), \quad \text{and} \quad g(x) = -f(x),
\]

with initial conditions

\[
u(0) = a, \quad u'(0) = b \tag{28}
\]

where \( x \) denotes the independent variable, \( u(x) \) is an unknown function, \( g(x) \) is a known function, \( L \) is a linear operator and \( N \) is a nonlinear operator. Certainly the main requirement here is that \( L \) is the linear part of the Duffing equation. The method we apply works in the following way, we start by assuming that \( u_0(X) \) is an initial guess of the solution to the problem \( u(X) \) and is the solution of the equation

\[
L(u_0(x)) + g(x) = 0, \quad \text{with} \quad u_0(0) = a \quad \text{and} \quad u'_0(0) = b \tag{29}
\]

The next iteration, we solve the following equation:

\[
L(u_1(x)) + g(x) + N(u_0(x)) = 0, \quad \text{with} \quad u_1(0) = a \quad \text{and} \quad u'_1(0) = b. \tag{30}
\]

Thus we have a simple iterative restraint which is actively the solution of a linear set of equation i.e.,

\[
L(u_{n+1}(x)) + g(x) + N(u_n(x)) = 0, \quad \text{with} \quad u_{n+1}(0) = a \quad \text{and} \quad u'_{n+1}(0) = b. \tag{31}
\]

It is interesting to point out here, each of the \( u_i(x) \) is a solution to Eq. (27).
5. Test Examples

In this section, we will evaluate the efficiency of the TAM through applying this method for some examples of the damping and undamping Duffing equations. Some of these examples have analytic solution and others have numerical solution. Also, we calculate the error remainder with the maximal error remainder parameters in Eqs.(9) and (10) for the approximate solution.

5.1. Damping Duffing Equation

Example 1. Let us consider the damping Duffing equation [18]:

\[ u'' + 2u' + u + 8 = 1 - 3x, \]  \hspace{1cm} (32)

with initial condition:

\[ u(0) = \frac{1}{2}, \quad \text{and} \quad u'(0) = -\frac{1}{2} \]  \hspace{1cm} (33)

Now, we apply the TAM by first distributing the equation as:

\[ L(u) = u'', N(u) = 2u' + u + 8 \quad \text{and} \quad g(x) = 1 - 3x, \]  \hspace{1cm} (34)

Thus the initial problem it

\[ L(u_0) = 1 - 3x, \text{with} \quad u_0(0) = \frac{1}{2} \quad \text{and} \quad u'_0 = -\frac{1}{2} \]  \hspace{1cm} (35)

We subsequent problems can be obtained from the iterative problem generating relation

\[ L(u_{n+1}(x)) + g(x) + N(u_n(x)) = 0, \quad u_{n+1}(0) = \frac{1}{2}, \quad \text{and} \quad u'_{n+1}(0) = -\frac{1}{2} \]  \hspace{1cm} (36)

Solving the initial problem as follows

\[ u''_0(x) = 1 - 3x, \]  \hspace{1cm} (37)

By integrating both sides of equation (37) from 0 to \( x \), we obtain

\[ \int_0^x u''_0(t)dt = \int_0^x (1 - 3t)dt, \]  \hspace{1cm} (38)

Then after applying the condition \( u'_0(0) = -\frac{1}{2} \) in Eq. (38), we get
\[ u_0' = -\frac{1}{2} + x - \frac{3x^2}{2}, \quad (39) \]

Integrate Eq. (39) again from 0 to \(x\), we obtain

\[ \int_0^x u_0'(t)\,dt = \int_0^x \left( -\frac{1}{2} + t - \frac{3t^2}{2} \right)\,dt \quad (40) \]

Then, by applying the initial condition

\[ u_0(x) = \frac{1}{2} - \frac{x}{2} + \frac{x^2}{2} - \frac{x^3}{2}, \quad (41) \]

In a similar manner other iterations can be achieved.

The first iteration will be then

\[ u_1'' = 1 - 3x - 2u_0' - u_0 - 8u_0^3 \quad \text{with} \quad u_1(0) = \frac{1}{2} \quad \text{and} \quad u_1'(0) = -\frac{1}{2}, \quad (42) \]

Then the solution of Eq. (42)

\[ u_1(x) = \frac{1}{2} - \frac{x}{2} + \frac{x^2}{4} - \frac{x^3}{4} - \frac{7x^4}{24} + \frac{21x^5}{40} - \ldots, \quad (43) \]

The second iteration is

\[ u_2'' = 1 - 3x - 2u_1' - u_1 - 8u_1^3, \quad \text{with} \quad u_2(0) = \frac{1}{2} \quad \text{and} \quad u_2'(0) = -\frac{1}{2}, \quad (44) \]

Then we have

\[ u_2(x) = \frac{1}{2} - \frac{x}{2} + \frac{x^2}{4} - \ldots, \quad (45) \]

and so on. The approximate solution will be then:

\[ u(x) = \frac{1}{2} - \frac{x}{2} + \frac{x^2}{4} - \ldots, \quad (46) \]

This has the closed form:

\[ u(x) = \frac{1}{2}(e^{-x}) \quad (47) \]

Which the exact solution of Eq. (32) [18].

**Example 2.** We next consider the damping Duffing equation [14]
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\[ u'' + u' + u^3 = 0 \]  
(48)

with initial condition

\[ u(0) = 1 \quad \text{and} \quad u'(0) = 1 \]  
(49)

We apply the TAM as follows

\[ L(u) = u''; \quad N(u) = u' + u^3 \quad \text{and} \quad g(x) = 0 \]  
(50)

This the initial problem is

\[ L(u_0) = 0 \quad \text{with} \quad u_0(0) = 1 \quad \text{and} \quad u_0'(0) = 1 \]  
(51)

Following problem can be obtained from the iterative problem generating relation

\[ L(u_{n+1}(x)) + g(x) + N(u_n(x)) = 0 \quad \text{with} \quad u_{n+1}(0) = 1 \quad \text{and} \quad u_{n+1}'(0) = 1 \]  
(52)

Solving the initial problem we have

\[ u_0 = 1 + x, \]  
(53)

The first iteration can be carried through and is given as

\[ u_1'' = -u_0' - u_0^3; \quad \text{with} \quad u_1(0) = 1 \quad \text{and} \quad u_1'(0) = 1, \]  
(54)

Then has a solution

\[ u_1(x) = 1 + x - x^2 - \frac{x^3}{2} - \frac{x^4}{4} - \frac{x^5}{20}, \]  
(55)

Applying the same process for \( u_2 \) as follows

\[ u_2'' = -u_1' - u_1^3, \quad \text{with} \quad u_2(0) = 1 \quad \text{and} \quad u_2'(0) = 1, \]  
(56)

We solve this problem, then we have

\[ u_2(x) = 1 + x - x^2 - \frac{x^3}{6} + \frac{x^4}{8} + \frac{3x^5}{8} + \frac{2x^6}{15} - \ldots, \]  
(57)

and so on. The solution is in a series form is given by:

\[ u(x) = 1 + x - x^2 - \frac{x^3}{6} + \frac{x^4}{8} + \frac{3x^5}{8} + \frac{2x^6}{15} - \ldots, \]  
(58)
The approximate solution of Eq. (48) can be further examined by evaluating the maximal error remainder in Table (1). It can be clearly seen that from Figure 1 the points are ley on a straight lines which mean exponential rate of convergence is achieved.

Table 1: the maximal error remainder for Eq. (21) using (TAM) where \( n = 1, \ldots, 5 \).

<table>
<thead>
<tr>
<th>( n )</th>
<th>MER</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.253868</td>
</tr>
<tr>
<td>2</td>
<td>0.0130565</td>
</tr>
<tr>
<td>3</td>
<td>0.000441662</td>
</tr>
<tr>
<td>4</td>
<td>0.0000111419</td>
</tr>
<tr>
<td>5</td>
<td>( 2.242097710 \times 10^{-7} )</td>
</tr>
</tbody>
</table>

5.2. Undamping Duffing Equation

**Example 3.** Consider undamping Duffing equation [14]:

\[
u'' + 3u - 2u^3 = \cos(x)\sin(2x)
\]

with initial condition

\[
u(0) = 0 \quad \text{and} \quad u'(0) = 1
\]

We apply the proposed method by first distributing the equation as

\[
L(u) = u''; \quad N(u) = 3u - 2u^3, \quad \text{and} \quad g(x) = \text{series of}(\cos(x)\sin(2x))
\]
Thus the initial problem is

\[ L(u_0) = 2x - \frac{7x^3}{3} + \frac{61x^5}{60} - \frac{547x^7}{25920} + \ldots, \quad \text{with} \quad u_0(0) = 0 \quad u_0'(0) = 1, \]  

(62)

We subsequent problems can be obtained from the analysis of this method

\[ L(u_{n+1}(x)) + g(x) + N(u_n(x)) = 0, \quad \text{with} \quad u_{n+1}(0) = 0 \quad \text{and} \quad u'_{n+1}(0) = 1, \]  

(63)

Solving the initial problem, then we have

\[ u_0(x) = x + \frac{x^3}{3} - \frac{7x^5}{60} + \frac{61x^7}{2520} - \frac{547x^9}{181440} + \frac{703x^{11}}{285120} + \ldots, \]  

(64)

The first iteration will be

\[ u''_1 = 2x - \frac{7x^3}{3} + \frac{61x^5}{60} - \frac{547x^7}{25920} + \ldots - 3u_0 + 2u_0^3, \quad \text{with} \quad u_1(0) = 0 \quad u'_1(0) = 1, \]  

(65)

Then the solution is

\[ u_1(x) = x - \frac{x^3}{3} - \frac{x^5}{15} + \frac{101x^7}{2520} - \frac{407x^9}{90720} + \ldots, \]  

(66)

Applying the same process for \( u_2 \) as follows

\[ u''_2 = 2x - \frac{7x^3}{3} + \frac{61x^5}{60} - \frac{547x^7}{25920} + \ldots - 3u_1 + 2u_1^3, \quad \text{with} \quad u_2(0) = 0 \quad u'_2(0) = 1, \]  

(67)

After solving, we have then

\[ u_2(x) = x - \frac{x^3}{6} + \frac{x^5}{120} - \ldots, \]  

(68)

and so on. The solution is in a series form is given in Taylor series form

\[ u(x) = \sin(x) \]  

(69)

Which the exact solution for Eq. (59) [14] obtained upon using the Taylor expansion for \( \sin x \).

**Example 4.** Consider undamping Duffing equation [16]:

\[ u'' + u + \varepsilon u^3 = 0 \]  

(70)
with initial condition

\[ u(0) = 1 \quad \text{and} \quad u'(0) = 5, \quad (71) \]

We take the case when \( \varepsilon = 1 \) then we have

\[ u'' + u + u^3 = 0 \quad (72) \]

We apply the TAM as earlier by first distributing the equation as

\[ L(u) = u'', \quad N(u) = u + u^3 \quad \text{and} \quad g(x) = 0, \quad (73) \]

Thus the initial problem is

\[ L(u_0) = 0 \quad \text{with} \quad u_0(0) = 1 \quad \text{and} \quad u'_0(0) = 5, \quad (74) \]

We subsequent problems can be obtained from the iteration of TAM then we get

\[ L(u_{n+1}(x)) + N(u_n(x)) = 0, \quad \text{with} \quad u_{n+1}(0) = 1 \quad \text{and} \quad u'_{n+1}(0) = 5, \quad (75) \]

Solving the initial problem, we have

\[ u_0(x) = 1 + 5x, \quad (76) \]

The first iteration can be carried through and is given as

\[ u'_1 = -u_0 - u_0^3, \quad \text{with} \quad u_1(0) = 1 \quad \text{and} \quad u'_1(0) = 5, \quad (77) \]

Then, the solution will be

\[ u_1(x) = 1 + 5x - x^2 - \frac{10x^3}{3} - \frac{75x^4}{12} - \frac{75x^5}{12}, \quad (78) \]

Applying the same process for \( u_2 \) as follows

\[ u''_2 = -u_1 - u_1^3, \quad \text{with} \quad u_2(0) = 1 \quad \text{and} \quad u'_2(0) = 5, \quad (79) \]

This has a solution

\[ u_2(x) = 1 + 5x - x^2 - \frac{10x^3}{3} - \frac{71x^4}{12} - \frac{49x^5}{12} + \ldots, \quad (80) \]

and so on. The solution is in a series form is given by:
u(x) = 1 + 5x - x^2 - \frac{10x^3}{3} - \frac{71x^4}{12} - \frac{49x^5}{12} + \frac{587x^6}{90} \ldots, \quad (81)

The obtained series solution in Eq.(81) can be used for numerical solutions. The more components that we determine the highest accuracy level that we can achieve. This can be clearly seen in Table 2 and Figure 2.

Table 2: The maximal error remainder for Eq. (72) using TAM. where n=1, \ldots, 5.

<table>
<thead>
<tr>
<th>n</th>
<th>MER</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.10778</td>
</tr>
<tr>
<td>2</td>
<td>0.000477836</td>
</tr>
<tr>
<td>3</td>
<td>8.78127\times10^{-7}</td>
</tr>
<tr>
<td>4</td>
<td>8.75018\times10^{-10}</td>
</tr>
<tr>
<td>5</td>
<td>5.46\times10^{-13}</td>
</tr>
</tbody>
</table>

6. Conclusion

In this paper, we present an iterative method proposed by Tamimi and Ansari namely (TAM) for solving Duffing equation in two kind damping and undamping. This method is characterized by simplicity in applying without any restrictive assumptions for nonlinear terms. It is seems that the TAM appears to be very accurate to employ with reliable results and high accuracy.
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