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1. Introduction and Preliminaries

The applications of fixed point theory appears not only in many branches of mathematics but its application holds equally good in many branches of quantitative sciences such as economics, game theory, and computer sciences.
Fixed point theory has gained impetus, due to its wide range of applicability, to resolve diverse problems emanating from the theory of nonlinear differential equations and integral equations, game theory relevant to military, sports and medicine as well as economics. A metrical common fixed point theorem is broadly comprised of conditions on commutativity, continuity, completeness and contraction besides suitable containment of range of one map into the range of the other. For proving new results, the researchers of this domain are required to improve one or more of these conditions. The most famous result in this field is known as the Banach contraction principle.

In 1922, Banach [4] proved a fixed point theorem in complete metric spaces, which ensures under appropriate conditions, the existence and uniqueness of a fixed point. This result of Banach is known as Banach’s fixed point theorem or Banach contraction principle. This theorem provides a technique for solving a variety of applied problems in mathematical sciences and engineering. The Banach contraction gave us many important theories like variational inequalities, optimization theory, and many computational theories. Due to the wide importance of the Banach contraction, many authors generalized it in several directions. Since the appearance of the Banach contraction mapping principle, a number of papers were dedicated to the improvement and generalization of that result. Most of these deal with the generalizations of the contractive condition in metric spaces.

Recently, Bashirov et al. [5] introduced the concept of multiplicative metric spaces to overcome the problem regarding the completeness of positive real numbers $\mathbb{R}_+$ in the usual metric spaces and studied the concept of multiplicative calculus and proved the fundamental theorem of multiplicative calculus. In 2012, Florack and Assen [9] displayed the use of the concept of multiplicative calculus in biomedical image analysis.

In 2011, Bashirov et al. [6] exploit the efficiency of multiplicative calculus over the Newtonian calculus. They demonstrated that the multiplicative differential equations are more suitable than the ordinary differential equations in investigating some problems in various fields. They defined the multiplicative distance between two nonnegative real numbers as well as between two positive square matrices by using multiplicative absolute value function. This provides us basic tool in proving fixed points results in multiplicative metric spaces.

In 2012, Özavsar and Çevikel [13] gave the multiplicative metric spaces by remarking its topological properties, and introduced concept of multiplicative contraction mapping and proved some fixed point theorems of multiplicative contraction mappings on multiplicative spaces.

Bashirov et al. [5] introduced the concept of multiplicative metric spaces
as follows:

**Definition 1.1.** Let $X$ be a nonempty set. A multiplicative metric is a mapping $d : X \times X \to \mathbb{R}_+$ satisfying the following conditions:

(i) $d(x, y) \geq 1$ for all $x, y \in X$ and $d(x, y) = 1$ if and only if $x = y$;

(ii) $d(x, y) = d(y, x)$ for all $x, y \in X$;

(iii) $d(x, y) \leq d(x, z) \cdot d(z, y)$ for all $x, y, z \in X$ (multiplicative triangle inequality).

Then the mapping $d$ together with $X$, that is, $(X, d)$ is a multiplicative metric space.

**Example 1.2.** ([13]) Let $\mathbb{R}^n_+$ be the collection of all $n$-tuples of positive real numbers. Let $d^* : \mathbb{R}^n_+ \times \mathbb{R}^n_+ \to \mathbb{R}$ be defined as follows:

$$d^*(x, y) = \left| \frac{x_1}{y_1} \right|^* \cdot \left| \frac{x_2}{y_2} \right|^* \cdots \left| \frac{x_n}{y_n} \right|^*,$$

where $x = (x_1, \ldots, x_n), y = (y_1, \ldots, y_n) \in \mathbb{R}^n_+$ and $\cdot |^* : \mathbb{R}_+ \to \mathbb{R}_+$ is defined by

$$|a|^* = \begin{cases} a & \text{if } a \geq 1, \\ \frac{1}{a} & \text{if } a < 1. \end{cases}$$

Then it is obvious that all conditions of a multiplicative metric are satisfied. Therefore $(\mathbb{R}^n_+, d^*)$ is a multiplicative metric space.

**Example 1.3.** ([15]) Let $d : \mathbb{R} \times \mathbb{R} \to [1, \infty)$ be defined as $d(x, y) = a |x - y|$, where $x, y \in \mathbb{R}$ and $a > 1$. Then $d$ is a multiplicative metric and $(\mathbb{R}, d)$ is a multiplicative metric space. We may call it usual multiplicative metric spaces.

**Remark 1.4.** We note that the Example 1.2 is valid for positive real numbers and Example 1.3 is valid for all real numbers.

**Example 1.5.** ([15]) Let $(X, d)$ be a metric space. Define a mapping $d_a$ on $X$ by

$$d_a(x, y) = a^d(x, y) = \begin{cases} 1 & \text{if } x = y, \\ a & \text{if } x \neq y, \end{cases}$$

where $x, y \in X$ and $a > 1$. Then $d_a$ is a multiplicative metric and $(X, d_a)$ is known as the discrete multiplicative metric space.

**Example 1.6.** ([11]) Let $X = C^*[a, b]$ be the collection of all real-valued multiplicative continuous functions on $[a, b] \subset \mathbb{R}_+$. Then $(X, d)$ is a multiplicative metric space with $d$ defined by $d(f, g) = \sup_{x \in [a, b]} |f(x)g(x)|$ for arbitrary $f, g \in X$. 
Remark 1.7. ([15]) We note that multiplicative metrics and metric spaces are independent.

Indeed, the mapping $d^*$ defined in Example 1.2 is multiplicative metric but not metric as it does not satisfy triangular inequality. Consider

$$d^*\left(\frac{1}{3}, \frac{1}{2}\right) + d^*\left(\frac{1}{2}, 3\right) = \frac{3}{2} + 6 = 7.5 < 9 = d^*\left(\frac{1}{3}, 3\right).$$

On the other hand the usual metric on $\mathbb{R}$ is not multiplicative metric as it doesn’t satisfy multiplicative triangular inequality, since

$$d(2, 3) \cdot d(3, 6) = 3 < 4 = d(2, 6).$$

One can refer to [13] for detailed multiplicative metric topology.

Definition 1.8. Let $(X, d)$ be a multiplicative metric space. Then a sequence $\{x_n\}$ in $X$ is said to be

1. a multiplicative convergent to $x$ if for every multiplicative open ball $B_\epsilon(x) = \{y \mid d(x, y) < \epsilon\}$, $\epsilon > 1$, there exists $N \in \mathbb{N}$ such that $x_n \in B_\epsilon(x)$ for all $n \geq N$, that is, $d(x_n, x) \to 1$ as $n \to \infty$.

2. a multiplicative Cauchy sequence if for all $\epsilon > 1$, there exists $N \in \mathbb{N}$ such that $d(x_n, x_m) < \epsilon$ for all $m, n \geq N$, that is, $d(x_n, x_m) \to 1$ as $n, m \to \infty$.

3. We call a multiplicative metric space complete if every multiplicative Cauchy sequence in it is multiplicative convergent to $x \in X$.

Remark 1.9. The set of positive real numbers $\mathbb{R}_+$ is not complete according to the usual metric. Let $X = \mathbb{R}_+$ and the sequence $\{x_n\} = \{\frac{1}{n}\}$. It is obvious $\{x_n\}$ is a Cauchy sequence in $X$ with respect to usual metric and $X$ is not a complete metric space, since $0 \notin \mathbb{R}_+$. In case of a multiplicative metric space, we take a sequence $\{x_n\} = \{a^{\frac{1}{n}}\}$, where $a > 1$. Then $\{x_n\}$ is a multiplicative Cauchy sequence since for $n \geq m$,

$$d(x_n, x_m) = \left|\frac{x_n}{x_m}\right| = \left|\frac{a^{\frac{1}{n}}}{a^{\frac{1}{m}}}\right| = \left|a^{\frac{1}{n} - \frac{1}{m}}\right| \leq a^{\frac{1}{m} - \frac{1}{n}} < a^{\frac{1}{m}} \epsilon \quad \text{if} \quad m > \frac{\log a}{\log \epsilon},$$

where $|a| = \begin{cases} \frac{1}{a} & \text{if } a < 1, \\ a & \text{if } a \geq 1 \end{cases}$. Also, $\{x_n\} \to 1$ as $n \to \infty$ and $1 \in \mathbb{R}_+$. Hence $(X, d)$ is a complete multiplicative metric space.

In 2012, Özavsar and Çevikel [13] gave the concept of multiplicative contraction mappings and proved some fixed point theorem of such mappings in a multiplicative metric space.
Definition 1.10. Let $f$ be a mapping of a multiplicative metric space $(X,d)$ into itself. Then $f$ is said to be a multiplicative contraction if there exists a real number $\lambda \in [0,1)$ such that

$$d(fx, fy) \leq d^\lambda(x, y) \quad \text{for all } x, y \in X.$$  

Altering distances is introduced by Khan et al. [12] in a metric space. These are control functions which alter the distance between two points in a metric space. Later on various author ([2, 3, 7, 8, 14, 16, 17] using altering distances proved common fixed point theorems.

In the similar mode, now we use the altering distances in multiplicative metric spaces. For this we define control functions as follows:

$$\Psi = \{\psi \mid \psi : [1, \infty) \to [1, \infty) \text{ is continuous and non-decreasing satisfying} \psi(t) = 1 \text{ if and only if } t = 1\}.$$  

$$\Phi = \{\phi \mid \phi : [1, \infty) \to [1, \infty) \text{ is lower semi-continuous and discontinuous at } t = 1, \phi(t) > 1 \text{ for all } t \geq 1\}.$$  

2. Compatible Mappings and its Variants

In 2015, Kang et al. [11] introduced the notion of compatible mappings and its variants as follows:

Definition 2.1. Let $f$ and $g$ be mappings of a multiplicative metric space $(X,d)$ into itself. Then $f$ and $g$ are called

(1) compatible if

$$\lim_{n \to \infty} d(fgx_n, gfx_n) = 1,$$

whenever $\{x_n\}$ is a sequence in $X$ such that $\lim_{n \to \infty} fx_n = \lim_{n \to \infty} gx_n = t$ for some $t \in X$,

(2) compatible of type (A) if

$$\lim_{n \to \infty} d(fgx_n, ggx_n) = 1 \quad \text{and} \quad \lim_{n \to \infty} d(gfx_n, ffx_n) = 1,$$

whenever $\{x_n\}$ is a sequence in $X$ such that $\lim_{n \to \infty} fx_n = \lim_{n \to \infty} gx_n = t$ for some $t \in X$,

(3) compatible of type (B) if

$$\lim_{n \to \infty} d(fgx_n, ggx_n) \leq \left[\lim_{n \to \infty} d(fgx_n, ft) \cdot \lim_{n \to \infty} d(ft, ffx_n)\right]^{1/2}$$
and
$$\lim_{n \to \infty} d(gfx_n, ffx_n) \leq \left[ \lim_{n \to \infty} d(gfx_n, gt) \cdot \lim_{n \to \infty} d(gt, gfx_n) \right]^{1/2},$$
whenever \( \{x_n\} \) is a sequence in \( X \) such that \( \lim_{n \to \infty} fx_n = \lim_{n \to \infty} gx_n = t \) for some \( t \in X \),

(4) compatible of type (C) if
$$\lim_{n \to \infty} d(gfx_n, gfx_n) \leq \left[ \lim_{n \to \infty} d(gfx_n, ft) \cdot \lim_{n \to \infty} d(ft, ffx_n) \cdot \lim_{n \to \infty} d(fx, gfx_n) \right]^{1/3}$$
and
$$\lim_{n \to \infty} d(gfx_n, ffx_n) \leq \left[ \lim_{n \to \infty} d(gfx_n, gt) \cdot \lim_{n \to \infty} d(gt, gfx_n) \cdot \lim_{n \to \infty} d(ft, ffx_n) \right]^{1/3},$$
whenever \( \{x_n\} \) is a sequence in \( X \) such that \( \lim_{n \to \infty} fx_n = \lim_{n \to \infty} gx_n = t \) for some \( t \in X \),

(5) compatible of type (P) if
$$\lim_{n \to \infty} d(fx_n, gfx_n) = 1,$$
whenever \( \{x_n\} \) is a sequence in \( X \) such that \( \lim_{n \to \infty} fx_n = \lim_{n \to \infty} gx_n = t \) for some \( t \in X \).

Also, Kang et al. [10] also introduced the notion of compatible mappings of type (R), type (K) and type (E) as follows:

**Definition 2.2.** Let \( f \) and \( g \) be mappings of a multiplicative metric space \((X, d)\) into itself. Then \( f \) and \( g \) are called

(1) compatible of type (R) if
$$\lim_{n \to \infty} d(gfx_n, gfx_n) = 1 \quad \text{and} \quad \lim_{n \to \infty} d(ffx_n, gfx_n) = 1,$$
whenever \( \{x_n\} \) is a sequence in \( X \) such that \( \lim_{n \to \infty} fx_n = \lim_{n \to \infty} gx_n = t \) for some \( t \in X \),

(2) compatible of type (K) if
$$\lim_{n \to \infty} d(ffx_n, gt) = 1 \quad \text{and} \quad \lim_{n \to \infty} d(gfx_n, ft) = 1,$$
whenever \( \{x_n\} \) is a sequence in \( X \) such that \( \lim_{n \to \infty} fx_n = \lim_{n \to \infty} gx_n = t \) for some \( t \in X \),
(3) \textit{compatible of type (E)} if
\[\lim_{n \to \infty} fx_n = \lim_{n \to \infty} gx_n = gt \quad \text{and} \quad \lim_{n \to \infty} ggx_n = \lim_{n \to \infty} gfx_n = ft,\]
whenever whenever \(\{x_n\}\) is a sequence in \(X\) such that \(\lim_{n \to \infty} fx_n = \lim_{n \to \infty} gx_n = t\) for some \(t \in X\).

\textbf{Remark 2.3.} Obviously, compatible mapping of type \((R)\) is also compatible mapping and compatible mapping of type \((P)\).

\textbf{Proposition 2.4.} (\cite{11}) Let \(f\) and \(g\) be mappings of a multiplicative metric space \((X,d)\) into itself. Assume that \(f\) and \(g\) are compatible or compatible of type \((A)\) or of type \((B)\) or of type \((C)\) or of type \((P)\) and \(ft = gt\) for some \(t \in X\). Then \(fgt = fft = ggt = gft\).

\textbf{Proposition 2.5.} (\cite{10}) Let \(f\) and \(g\) be mappings of a multiplicative metric space \((X,d)\) into itself. Assume that \(f\) and \(g\) are compatible of type \((R)\) or of type \((K)\) or of type \((E)\) and \(ft = gt\) for some \(t \in X\). Then \(fgt = fft = ggt = gft\).

\section{Main Results}

Now, we prove the following results for compatible mappings.

\textbf{Theorem 3.1.} Let \(A, B, S\) and \(T\) be mappings of a complete multiplicative metric space \((X,d)\) into itself satisfying

\(C1\) \hspace{1cm} \(A(X) \subset T(X)\) \quad \text{and} \quad \(B(X) \subset S(X)\),

\(C2\) \hspace{1cm} \(\psi(d(Ax,By)) \leq \frac{\psi(M(x,y))}{\phi(N(x,y))}\)

for all \(x, y \in X\) with \(x \neq y\), where \(\psi \in \Psi, \phi \in \Phi\),

\[M(x,y) = \max\{d(Sx,Ty), (d(Sx,Ax) \cdot d(Ty,By))^{1/2}, (d(Sx,By) \cdot d(Ty,Ax))^{1/2}\}\]

and

\[N(x,y) = \min\{d(Sx,Ty), d(Sx,Ax), d(Ty,By)\},\]

\(C3\) One of the subspace \(AX\) or \(BX\) or \(SX\) or \(TX\) is closed.

Assume that the pairs \(A, S\) and \(B, T\) are compatible. Then \(A, B, S\) and \(T\) have a unique common fixed point in \(X\).
Proof. Let \( x_0 \in X \) be arbitrary point. Since \( A(X) \subset T(X) \) and \( B(X) \subset S(X) \), there exist a point \( x_1 \in X \) such that \( Ax_0 = Tx_1 \) and for this point \( x_1 \in X \), there exists a point \( x_2 \in X \) such that \( Bx_1 = Sx_2 \). Continuing this process, we can define a sequence \( \{y_n\} \) in \( X \) such that
\[
y_{2n+1} = Ax_{2n} = Tx_{2n+1}, \quad y_{2n+2} = Bx_{2n+1} = Sx_{2n+2} \quad \text{for } n \geq 0.
\]
Now assume that \( y_n \neq y_{n+1} \) for all \( n \in \mathbb{N} \cup \{0\} \).
Putting \( x = x_{2n} \) and \( y = x_{2n+1} \) in \((C2)\), we have
\[
\psi(d(Ax_{2n}, Bx_{2n+1})) \leq \frac{\psi(M(x_{2n}, x_{2n+1}))}{\phi(N(x_{2n}, x_{2n+1}))},
\]
where
\[
M(x_{2n}, x_{2n+1}) = \max\{d(Sx_{2n}, Tx_{2n+1}), d(Sx_{2n}, Ax_{2n}) \cdot d(Tx_{2n+1}, Bx_{2n+1}) \}^{1/2},
\]
and
\[
N(x_{2n}, x_{2n+1}) = \min\{d(Sx_{2n}, Tx_{2n+1}), d(Sx_{2n}, Ax_{2n})d(Tx_{2n+1}, Bx_{2n+1})\}.
\]
Then using multiplicative triangular inequality, we have
\[
M(x_{2n}, x_{2n+1}) = \max\{d(y_{2n}, y_{2n+1}), d(y_{2n}, y_{2n+1}) \cdot d(y_{2n+1}, y_{2n+2}) \}^{1/2},
\]
and
\[
N(x_{2n}, x_{2n+1}) = \min\{d(y_{2n}, y_{2n+1}), d(y_{2n}, y_{2n+1})d(y_{2n+1}, y_{2n+2})\}.
\]
If \( d(y_{2n}, y_{2n+1}) < d(y_{2n+1}, y_{2n+2}) \), then we get
\[
M(x_{2n}, x_{2n+1}) \leq d(y_{2n+1}, y_{2n+2}) \quad (3.2)
\]
and
\[
N(x_{2n}, x_{2n+1}) = d(y_{2n}, y_{2n+1}) > 1.
\]
Hence $\phi(N(x_{2n}, x_{2n+1})) > 1$.

From (3.1), we have

$$\psi(d(y_{2n+1}, y_{2n+2})) \leq \frac{\psi(M(x_{2n}, x_{2n+1}))}{\phi(N(x_{2n}, x_{2n+1}))} < \psi(M(x_{2n}, x_{2n+1})),$$

Since $\psi$ is non-decreasing, we have

$$d(y_{2n+1}, y_{2n+2}) \leq M(x_{2n}, x_{2n+1}). \quad (3.3)$$

Again using (3.2) and (3.3), we have

$$M(x_{2n}, x_{2n+1}) = d(y_{2n+1}, y_{2n+2}).$$

From (3.1) and the property of $\psi$ and $\phi$, we have

$$\psi(d(y_{2n+1}, y_{2n+2})) \leq \frac{\psi(d(y_{2n+1}, y_{2n+2}))}{\phi(N(x_{2n}, x_{2n+1}))} < \psi(d(y_{2n+1}, y_{2n+2})),$$

which is a contradiction. Thus we have

$$d(y_{2n+1}, y_{2n+2}) \leq d(y_{2n}, y_{2n+1}).$$

Now we have

$$M(x_{2n}, x_{2n+1}) = d(y_{2n}, y_{2n+1}), \quad N(x_{2n}, x_{2n+1}) = d(y_{2n+1}, y_{2n+2}). \quad (3.4)$$

Using (3.4) in (3.1), we have

$$\psi(d(y_{2n+1}, y_{2n+2})) \leq \frac{\psi(d(y_{2n}, y_{2n+1}))}{\phi(N(x_{2n}, x_{2n+1}))} \leq \psi(d(y_{2n}, y_{2n+1})).$$

Therefore $\{d(y_{2n}, y_{2n+1})\}$ is a non-increasing sequence of non-negative real numbers and it is bounded below by 1, there exists a number $r \geq 1$ such that

$$\lim_{n \to \infty} d(y_{2n}, y_{2n+1}) = r \geq 1.$$

Assume that $r > 1$. Letting $n \to \infty$, we have

$$\lim_{n \to \infty} \psi(d(y_{2n+1}, y_{2n+2})) \leq \frac{\lim_{n \to \infty} \psi(d(y_{2n}, y_{2n+1}))}{\lim_{n \to \infty} \phi(N(x_{2n}, x_{2n+1}))},$$
which implies that
\[
\psi(r) \leq \lim_{n \to \infty} \frac{\psi(r)}{\phi(N(x_{2n}, x_{2n+1}))} < \psi(r),
\]
which is a contradiction by property of \( \phi \).

Indeed, we obtain
\[
\lim_{n \to \infty} N(x_{2n}, x_{2n+1}) = \lim_{n \to \infty} d(x_{2n+1}, x_{2n+2}) = r > 1,
\]
which implies that
\[
\lim_{n \to \infty} \phi(N(x_{2n}, x_{2n+1})) \geq \phi(r) > 1.
\]
Therefore, we have
\[
\lim_{n \to \infty} d(y_{2n}, y_{2n+1}) = 1.
\]
Putting \( x = x_{2n+1} \) and \( y = x_{2n+2} \) in (C2) and proceeding as above, we obtain
\[
\lim_{n \to \infty} d(y_{2n+1}, y_{2n+2}) = 1.
\]
Therefore, for all \( n \in \mathbb{N} \cup \{0\} \), we have
\[
\lim_{n \to \infty} d(y_n, y_{n+1}) = 1. \tag{3.5}
\]

Now, we prove that \( \{y_n\} \) is a multiplicative Cauchy sequence. For this it is enough to show that the subsequence \( \{y_{2n}\} \) is a multiplicative Cauchy sequence. To the contrary, suppose that \( \{y_{2n}\} \) is not a multiplicative Cauchy sequence. Then there exists an \( \epsilon > 1 \) and the sequence of natural numbers \( \{2n(k)\} \) and \( \{2m(k)\} \) with \( 2n(k) > 2m(k) \geq 2k \) for \( k \in \mathbb{N} \) such that
\[
d(y_{2m(k)}, y_{2n(k)}) \geq \epsilon. \tag{3.6}
\]

Corresponding to \( 2m(k) \), we can choose \( 2n(k) \) to be the smallest satisfying (3.6). Then we have
\[
d(y_{2m(k)}, y_{2n(k)-2}) < \epsilon.
\]
Putting \( x = x_{2m(k)} \) and \( y = x_{2n(k)-1} \) in (C2), where \( k \in \mathbb{N} \),
\[
\psi(d(y_{2m(k)+1}, y_{2n(k)})) = \psi(d(Ax_{2m(k)}, Bx_{2n(k)-1})) \\
\leq \frac{\psi(M(x_{2m(k)}, x_{2n(k)-1}))}{\phi(N(x_{2m(k)}, x_{2n(k)-1}))},
\]

which is a contradiction by property of \( \psi \).
where

\[ M(x_{2m(k)}, x_{2n(k)-1}) \]
\[ = \max \{ d(Sx_{2m(k)}, Tx_{2n(k)-1}), \]
\[ (d(Sx_{2m(k)}, Ax_{2m(k)}) \cdot d(Tx_{2n(k)-1}, Bx_{2n(k)-1}))^{1/2}, \]
\[ (d(Sx_{2m(k)}, Bx_{2n(k)-1}) \cdot d(Tx_{2n(k)-1}, Ax_{2m(k)}))^{1/2} \} \]
\[ = \max \{ (d(y_{2m(k)}, y_{2n(k)-1}), (d(y_{2m(k)}, y_{2m(k)+1}) \cdot d(y_{2n(k)-1}, y_{2n(k)}))^{1/2}, \]
\[ (d(y_{2m(k)}, y_{2n(k)})) \cdot d(y_{2n(k)-1}, y_{2m(k)+1}))^{1/2} \} \]

and

\[ N(x_{2m(k)}, x_{2n(k)-1}) \]
\[ = \min \{ (d(y_{2m(k)}, y_{2n(k)-1}), d(y_{2m(k)}, y_{2m(k)+1}), d(y_{2n(k)-1}, y_{2n(k)})) \}. \]

Using the multiplicative triangular inequality, we have

\[ \epsilon \leq d(y_{2m(k)}, y_{2n(k)}) \]
\[ \leq d(y_{2m(k)}, y_{2n(k)-2}) \cdot d(y_{2n(k)-2}, y_{2n(k)-1}) \cdot d(y_{2n(k)-1}, y_{2n(k)}). \]

Letting \( k \to \infty \) and using (3.5), we get

\[ \lim_{k \to \infty} d(y_{2m(k)}, y_{2n(k)}) = \epsilon. \] (3.7)

Again, we have

\[ d(y_{2n(k)-1}, y_{2m(k)}) \leq d(y_{2n(k)}, y_{2n(k)-1}) \cdot d(y_{2n(k)}, y_{2m(k)}) \]

and

\[ d(y_{2m(k)}, y_{2n(k)}) \leq d(y_{2n(k)}, y_{2n(k)-1}) \cdot d(y_{2n(k)-1}, y_{2m(k)}). \]

Letting \( k \to \infty \) and using (3.5), (3.7), we have

\[ \lim_{k \to \infty} d(y_{2n(k)-1}, y_{2m(k)}) = \epsilon. \] (3.8)

Also, by multiplicative triangular inequality, we have

\[ d(y_{2m(k)+1}, y_{2n(k)}) \leq d(y_{2m(k)+1}, y_{2m(k)}) \cdot d(y_{2m(k)}, y_{2n(k)}) \]

and

\[ d(y_{2m(k)}, y_{2n(k)}) \leq d(y_{2m(k)}, y_{2m(k)+1}) \cdot d(y_{2m(k)+1}, y_{2n(k)}). \]
Letting $k \to \infty$ and using (3.7), we have

$$\lim_{k \to \infty} d(y_{2m(k)+1}, y_{2n(k)}) = \epsilon. \quad (3.9)$$

Again, we have

$$d(y_{2n(k)-1}, y_{2m(k)+1}) \leq d(y_{2n(k)-1}, y_{2n(k)}) \cdot d(y_{2n(k)}, y_{2m(k)+1})$$

and

$$d(y_{2m(k)+1}, y_{2n(k)}) \leq d(y_{2m(k)+1}, y_{2n(k)-1}) \cdot d(y_{2n(k)-1}, y_{2n(k)}).$$

Letting $k \to \infty$ and using (3.5), (3.9), we have

$$\lim_{k \to \infty} d(y_{2m(k)+1}, y_{2n(k)-1}) = \epsilon. \quad (3.10)$$

From (3.5), (3.7), (3.8) and (3.10), we have

$$\lim_{k \to \infty} M(x_{2m(k)}, x_{2n(k)-1}) = \epsilon \quad \text{and} \quad \lim_{k \to \infty} N(x_{2m(k)}, x_{2n(k)-1}) = 1.$$

Letting $k \to \infty$, we get

$$\psi(\epsilon) \leq \lim_{n \to \infty} \frac{\psi(\epsilon)}{\phi(N(x_{2m(k)}, x_{2n(k)-1}))}.$$

Using discontinuity of $\phi$ at $t = 1$, since $\lim_{n \to \infty} \phi(N(x_{2m(k)}, x_{2n(k)-1})) > \phi(1) > 1$, we get contradiction. Hence $\{y_n\}$ is a multiplicative Cauchy sequence. Since $(X,d)$ is complete, $\{y_n\}$ converges to a point $z \in X$. Consequently, the subsequences also converges to $z \in X$. Thus

$$A x_{2n} \to z, \quad T x_{2n+1} \to z, \quad B x_{2n+1} \to z, \quad S x_{2n} \to z.$$

Suppose that $SX$ is closed. Then there exists $v \in X$ such that $z = Sv$. Now, suppose that $z \neq Av$. Putting $x = v$ and $y = x_{2n+1}$ in (C2), we get

$$\psi(d(Av, Bx_{2n+1})) \leq \frac{\psi(M(v, x_{2n+1}))}{\phi(N(v, x_{2n+1}))},$$

where

$$M(v, x_{2n+1}) = \max\{d(Sv, Tx_{2n+1}), (d(Sv, Av) \cdot d(Tx_{2n+1}, Bx_{2n+1}))^{1/2}, (d(Sv, Bx_{2n+1}) \cdot d(Tx_{2n+1}, Av))^{1/2}\}.$$
and

\[ N(v, x_{2n+1}) = \min\{d(Sv, Tx_{2n+1}), d(Sv, Av), d(Tx_{2n+1}, Bx_{2n+1})\}. \]

Letting \( n \to \infty \) and using \( z = Sv \), we have

\[
\lim_{n \to \infty} M(v, x_{2n+1}) = \max\{d(Sv, z), (d(Sv, Av) \cdot d(z, z))^{1/2}, (d(Sv, z) \cdot d(z, Av))^{1/2}\} = d^{1/2}(z, Av)
\]

and

\[
\lim_{n \to \infty} N(v, x_{2n+1}) = 1.
\]

So, we have

\[
\psi(d(Av, z)) \leq \frac{\psi(d^{1/2}(z, Av))}{\lim_{n \to \infty} \phi(N(v, x_{2n+1}))}.
\]

Using discontinuity of \( \phi \) at \( t = 1 \), we obtain

\[
\psi(d(Av, z)) < \psi(d^{1/2}(z, Av)),
\]

which is a contradiction as \( \psi \) is non-decreasing. Therefore, we have \( d(z, Av) = 1 \) and hence \( Av = z = Sv \). So \( A \) and \( S \) have a coincidence point \( v \). By Proposition 2.4, \( A \) and \( S \) commute at coincidence point. Therefore, \( ASv = SAv \) and hence \( Az = Sz \).

Next, we show that \( Az = Sz = z \). Putting \( x = z \) and \( y = x_{2n+1} \) in \( (C2) \), we get

\[
\psi(d(Az, Bx_{2n+1})) \leq \frac{\psi(M(z, x_{2n+1}))}{\phi(N(z, x_{2n+1}))},
\]

where

\[
M(z, x_{2n+1}) = \max\{d(Sz, Tx_{2n+1}), (d(Sz, Az) \cdot d(Tx_{2n+1}, Bx_{2n+1}))^{1/2}, (d(Sz, Bx_{2n+1}) \cdot d(Tx_{2n+1}, Az))^{1/2}\}
\]

and

\[
N(z, x_{2n+1}) = \min\{d(Sz, Tx_{2n+1}), d(Sz, Az), d(Tx_{2n+1}, Bx_{2n+1})\}.
\]

Letting \( n \to \infty \) and using \( Az = Sz \), we have

\[
\lim_{n \to \infty} M(z, x_{2n+1}) = d(Sz, z)
\]
and

$$\lim_{n \to \infty} N(z, x_{2n+1}) = 1.$$ 

So we have

$$\psi(d(Sz, z)) \leq \frac{\psi(d(Sz, z))}{\lim_{n \to \infty} \phi(N(z, x_{2n+1}))}.$$ 

Using discontinuity of $\phi$ at $t = 1$, we obtain

$$\psi(d(Sz, z)) < \psi(d(Sz, z)),$$

which is a contradiction. Therefore $d(Sz, z) = 1$ and hence $Az = Sz = z$.

Similarly, we can show that $Tz = Bz = z$. Hence $Sz = Az = Tz = Bz = z$. Therefore $A, B, S$ and $T$ have a common fixed point in $X$.

Similarly, we can also complete the proof when $AX$ or $BX$ or $TX$ is closed.

Finally, we show that $z$ is a unique common fixed point of $A, B, S$ and $T$.

Suppose that $z$ and $w$ ($z \neq w$) are also fixed points of $A, B, S$ and $T$.

Putting $x = z$ and $y = w$ in $(C2)$, we have

$$\psi(d(z, w)) = \psi(d(Az, Bw)) \leq \frac{\psi(M(z, w))}{\phi(N(z, w))} < \psi(d(z, w)),$$

where

$$M(z, w) = \max\{d(Sz, Tw), (d(Sz, Az) \cdot d(Tw, Bw))^{1/2},$$

$$d(Sz, Bw) \cdot d(Tw, Az)^{1/2}\} = d(z, w)$$

and

$$N(z, w) = \min\{d(Sz, Tw), d(Sz, Az), d(Tw, Bw)\} = 1,$$

which is a contradiction. Hence $z = w$. Therefore $A, B, S$ and $T$ have a unique common fixed point in $X$. This completes the proof.

In Theorem 3.1, if we put $\psi(t) = t$, we obtain the following corollary.

**Corollary 3.2.** Let $A, B, S$ and $T$ be mappings of a complete multiplicative metric space $(X, d)$ into itself satisfying $(C_1), (C_3)$ and

$$d(Ax, By) \leq \frac{M(x, y)}{\phi(N(x, y))}$$
for all \(x, y \in X\) with \(x \neq y\), where \(\phi \in \Phi\),
\[
M(x, y) = \max\{d(Sx, Ty), (d(Sx, Ax) \cdot d(Ty, By))^{1/2}, (d(Sx, By) \cdot d(Ty, A x))^{1/2}\}
\]
and
\[
N(x, y) = \min\{d(Sx, Ty), d(Sx, Ax), d(Ty, By)\}.
\]
Assume that the pairs \(A, S\) and \(B, T\) are compatible. Then \(A, B, S\) and \(T\) have a unique common fixed point in \(X\).

In Theorem 3.1 and Corollary 3.2, if we put \(S = T = I\), the identity mapping, we obtain the following corollaries.

**Corollary 3.3.** Let \(A\) and \(B\) be mappings of a complete multiplicative metric space \((X, d)\) into itself satisfying
\[
\psi(d(Ax, By)) \leq \frac{\psi(M(x, y))}{\phi(N(x, y))}
\]
for all \(x, y \in X\) with \(x \neq y\), where \(\psi \in \Psi\), \(\phi \in \Phi\),
\[
M(x, y) = \max\{d(x, y), (d(x, A x) \cdot d(y, By))^{1/2}, (d(x, By) \cdot d(y, Ax))^{1/2}\}
\]
and
\[
N(x, y) = \min\{d(x, y), d(x, Ax), d(y, By)\}.
\]
Then \(A\) and \(B\) have a unique common fixed point in \(X\).

**Corollary 3.4.** Let \(A\) and \(B\) be mappings of a complete multiplicative metric space \((X, d)\) into itself satisfying
\[
d(Ax, By) \leq \frac{M(x, y)}{\phi(N(x, y))}
\]
for all \(x, y \in X\) with \(x \neq y\), where \(\phi \in \Phi\),
\[
M(x, y) = \max\{d(x, y), (d(x, A x) \cdot d(y, By))^{1/2}, (d(x, By) \cdot d(y, Ax))^{1/2}\}
\]
and
\[
N(x, y) = \min\{d(x, y), d(x, Ax), d(y, By)\}.
\]
Then \(A\) and \(B\) have a unique common fixed point in \(X\).

Next, we prove the following theorem for compatible mappings of type \((A)\) or of type \((B)\) or of type \((C)\) or of type \((P)\).
Theorem 3.5. Let $A, B, S$ and $T$ be mappings of a complete multiplicative metric space $(X, d)$ into itself satisfying $(C_1)$, $(C_2)$ and $(C_3)$.

Assume that the pairs $A, S$ and $B, T$ are compatible of type (A) or of type (B) or of type (C) or of type (P). Then $A, B, S$ and $T$ have a unique common fixed point in $X$.

Proof. Proceeding from the proof as in Theorem 3.1, $A$ and $S$ have a coincidence point $v$. Thus we have $z = Av = Sv$. Using Proposition 2.4, we have $ASv = SSv = SAv = AAy$ and hence $Az = Sz$. The rest parts of the proof follows from Theorem 3.1. \qed

Finally, we give the following theorem for compatible mappings of type $(R)$ or of type $(K)$ or of type $(E)$.

Theorem 3.6. Let $A, B, S$ and $T$ be mappings of a complete multiplicative metric space $(X, d)$ into itself satisfying $(C_1)$, $(C_2)$ and $(C_3)$.

Assume that the pairs $A, S$ and $B, T$ are compatible of type $(R)$ or of type $(K)$ or of type $(E)$. Then $A, B, S$ and $T$ have a unique common fixed point in $X$.

Proof. Proceeding from the proof as in Theorem 3.1, $A$ and $S$ have a coincidence point $v$. Thus we have $z = Av = Sv$. Using Proposition 2.5, we have $ASv = SSv = SAy = AAy$ and hence $Az = Sz$. The rest parts of the proof follows from Theorem 3.1. \qed
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