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1. Introduction

In the early 1970’s the world of option pricing experienced a great contribution given by the work of Fischer Black and Myron Scholes. They developed a new mathematical model to treat certain financial quantities publishing related results in the article The Pricing of Options and Corporate Liabilities, see [1]. The latter work became soon a reference point in the financial scenario.
Nowadays, many traders still use the Black and Scholes (BS) model to price as well as to hedge various types of contingent claims. An important property of the BS model is that all the involved parameters are not influenced by the risk preferences of investors. In particular, the BS approach is based on the so-called risk-neutral pricing assumption which greatly simplifies the associated derivatives analysis.

In particular, in the classical BS-model, the volatility parameter, let us indicate it with $\sigma$, is assumed to be constant. Latter hypothesis cannot be considered realistic, as simple empirical analyses can easily show. In particular it is rather simple to show that the implied volatility of a financial asset is not constant but varies with time to maturity $T > 0$, and with respect to the strike price $K$. Such a fact has started to become more and more evident since the general market crash in 1987. As a consequence the real values of the volatility parameter that can be observed in the market do not give rise to a flat shape as the BS-model forecasts. In fact, if we fix the strike price value and we look at the corresponding implied volatility section, e.g. with respect to a plain vanilla option, the typical figure that appears justifies the definition of the so-called smile/smirk effect. The latter because, especially for short maturities, the implied volatility sections assume a shape which resembles a smile or a smirk. Moreover, observing the log-returns time series of the major stock indexes, it is evident that the tails of the related distributions decay slowly to infinite and this means that the stock price is often characterized by big fluctuations, which happens at any time scale and are mainly due to unpredictable events with high financial impact, the so-called black swans, or rare events. In what follows, we recall the main reasons why the BS-model is not able to reproduce the aforementioned empirical facts which, in turn, are responsible for the observed leptokurtic feature of the log-returns, a key point to obtain realistic forecasts and simulations for the assets’ prices.

As a consequence of the BS-model lack of description accuracy, new models have been developed to overcome issues of the type mentioned so far. This has been also produced approaches able to treat the increasingly complexity characterizing modern financial instruments. Between such alternatives to the BS analysis, we focus our attention on the proposal given in 1976 by Merton, see [13]. He allowed the underlying dynamics to have random jumps and also to reproduce more realistic tails behavior for related log-returns. The seminal approach suggested by Merton gave rise to the development of what are now known as jump-diffusion type models. In these models, the concept of sudden and unpredictable events is intrinsic because of the presence of a random noise of jump-type, a feature that cannot be taken into account by models based
only on a Brownian type of noise, the latter being characterized by continuous trajectories.

Moreover, the introduction of (random) jump addends also brings benefits to what concerns a better reproduction of the aforementioned smile effect, a feature which plays a key role in the option pricing framework.

2. The Financial Framework

In order to introduce the financial framework we will work with, we consider a filtered probability space $(\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{0 \leq t \leq T}, \mathbb{P})$, where $\Omega$ is the set of all the possible events, $\{\mathcal{F}_t\}_{0 \leq t \leq T}$ is a filtration which satisfies $\mathcal{F}_T = \mathcal{F}$, while $T > 0$ is a real constant representing the maturity date of all our investments, and $\mathbb{P}$ represents the so-called real-world measure. Let us suppose that there are two assets in the market: a riskless asset and a stock whose related prices are respectively modeled by the following $\mathcal{F}_t$-adapted stochastic processes: $\{B_t\}_{0 \leq t \leq T}$, and $\{S_t\}_{0 \leq t \leq T}$. The riskless asset ensures a certain future return, specified by a riskless interest rate which models the money market account. On the other hand, to have a concrete example in hand, let us consider the stock to be the underlying of a European call option, namely the underlying of a contract that gives its holder the right, but not the obligation, to buy one unit of the stock for a predetermined strike price $K > 0$, at maturity time $T$. The payoff of such a call option is defined by

$$(S_T - K)^+ = \begin{cases} 
S_T - K, & \text{if } S_T > K, \\
0, & \text{if } S_T \leq K.
\end{cases}$$

In the first case the holder will exercise the option and make a profit equal to $S_T - K$, buying the stock for $K$ and selling it immediately at the market price $S_T$. In the second case the option is simply not exercised. In the following we make various assumptions concerning the financial market characteristics, mainly following [1] and [13]. In particular we assume that

- the riskless interest rate $r > 0$ is known and constant through time. It models the evolution of the riskless asset price which satisfies the following ODE

$$\begin{cases} 
B|_{t=0} = B_0 > 0 \\
 dB_t = rB_t \, dt, & 0 < t \leq T
\end{cases} \Rightarrow B_t = B_0 e^{rt}, \ 0 \leq t \leq T; $$

• the stock does not pay dividends: in particular if, as an example, the stock is related to some company ACME, then the latter means that the shareholder does not receive any distribution of the profit from the ACME company;

• Frictionless markets: there are no transaction costs nor taxes in buying or selling the stock or the option. Trading takes place continuously in time. Borrowing and short selling are allowed without restrictions. The borrowing and lending rates are equal to \( r \);

• there are no riskless arbitrage opportunities. Shortly, it means that there is no way of trading on the stock so that an agent has probability equal to one to gain a strictly positive quantity of money.

We will consider two different ways to model the asset dynamics, each of which leads to different pricing formula for the same European call option.

a) Black and Scholes model

The stock price evolves according to the following stochastic differential equation

\[
\begin{align*}
S_{t=0} &= S_0 > 0, \\
\frac{dS_t}{S_t} &= \mu S_t dt + \sigma S_t dW_t, \quad 0 < t \leq T,
\end{align*}
\]

\( \{W_t\}_{0 \leq t \leq T} \) being a Brownian motion under the measure \( \mathbb{P} \). In this particular context \( \mu \) represents the annualized expected rate of return on the asset, while \( \sigma \) is the annualized volatility of the asset. It is well known that this equation has a unique strong solution of the form

\[
S_t = S_0 \exp \left\{ \sigma W_t + \left( \mu - \frac{1}{2} \sigma^2 \right) t \right\}, \quad 0 \leq t \leq T,
\]

which is nothing but the definition of the geometric Brownian motion (gBm). We refer to [16] and [17] for further details about Brownian motion, diffusion processes and related stochastic calculus. In particular, we recall that the distribution at time \( t \) of the gBm is log-normal, indeed, for \( 0 \leq t \leq T \), we have

\[
\log S_t = \log S_0 + \sigma W_t + \left( \mu - \frac{1}{2} \sigma^2 \right) t
\]

\(~ \mathcal{N} \left( \log S_0 + \left( \mu - \frac{1}{2} \sigma^2 \right) t, \sigma^2 t \right), \)

where \( \mathcal{N} \) denotes the normal distribution, so that

\[
\log \left( \frac{S_t}{S_0} \right) = \sigma W_t + \left( \mu - \frac{1}{2} \sigma^2 \right) t
\]
\[ \sim \mathcal{N}\left(\left(\mu - \frac{1}{2}\sigma^2\right)t, \sigma^2 t\right) , \]

which implies that the log-returns are normally distributed.

In such a framework is well known that the market model is complete, and then the existence and uniqueness of the martingale measure \( \mathbb{Q} \) is guaranteed, so that it is possible to perfectly hedge a short position on the derivative security, see, e.g., [14]. The associated asset’s martingale dynamic reads as follow

\[
\begin{aligned}
S|_{t=0} &= S_0 > 0, \\
dS_t &= rS_t \, dt + \sigma S_t \, dW_t^\mathbb{Q}, \quad 0 < t \leq T,
\end{aligned}
\]

where

\[ W_t^\mathbb{Q} \overset{d}{=} W_t + \frac{\mu - r}{\sigma} t, \quad 0 \leq t \leq T , \]

is a \( \mathbb{Q} \)-Brownian motion, as assured by the Girsanov Theorem. Finally we recall that the risk-neutral pricing formula, which express the European call option price at time \( t \) with underlying price \( x \), is given by

\[ C(t, x) = e^{-r \tau \tilde{E}}\left[(S_T - K)^+|S_t = x\right] , \tau = T - t , \]

where \( \tilde{E} \) denotes the expectation under \( \mathbb{Q} \). Latter equation leads to the celebrated Black and Scholes formula, see, e.g., [14]. In particular, indicating with \( C_{BS} \) the call price under the Black and Scholes approach, we have

\[ C_{BS}(\tau, x) = x \Phi\left(d_+ (\tau, x) \right) - e^{-r \tau} K \Phi\left(d_- (\tau, x) \right) , \]

where \( \Phi \) is the cumulative distribution function for the standard normal random variable, namely

\[ \Phi(z) \overset{d}{=} \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{z} e^{-\frac{y^2}{2}} \, dy , \]

and

\[ d_\pm (\tau, x) \overset{d}{=} \frac{1}{\sigma \sqrt{\tau}} \left\{ \log \left( \frac{x}{K} \right) + \left( r \pm \frac{\sigma^2}{2} \right) \tau \right\} . \]

In order to estimate the volatility \( \sigma \), a possible approach consists in computing the related implied volatility value. Given an observed call option price \( C^* \) for a contract with strike price \( K \) and expiration date \( T \), the implied volatility \( \Sigma > 0 \) is defined as the value that the volatility should have, if we take into account the BS formula (4), in order to match the associated BS price, namely

\[ C_{BS}(\tau, x; \Sigma) = C^* . \]
b) Merton model

Let us introduce in what follows the Merton approach, starting by exploiting the following SDE to model the stock behaviour

\[
\begin{align*}
S\big|_{t=0} &= S_0 > 0, \\
\frac{dS_t}{S_t} &= (\mu - \lambda k) dt + \sigma S_t dW_t + S_{t-} dQ_t, \quad 0 < t \leq T, \\
\end{align*}
\]

where \(\{W_t\}_{0 \leq t \leq T}\) is a Brownian motion, and \(\{Q_t\}_{0 \leq t \leq T}\) is a compound Poisson process of the form

\[
Q_t \doteq \sum_{i=1}^{N_t} (Y_i - 1),
\]

\[
Y_i = \frac{S_{T_i}}{S_{T_i-}} > 0, \quad i \in \mathbb{N},
\]

being the price ratio associated with the \(i\)-th jump along the path of the stock price, happened at random time \(T_i > 0\). We assume that the random variables \(\{Y_i\}_{i \in \mathbb{N}}\) are i.i.d. and that they are also independent of both \(W_t\) and \(N_t\), the latter representing a Poisson process with intensity \(\lambda > 0\). Moreover we assume

\[
V_i \doteq \log Y_i \sim \mathcal{N}(m, \delta^2),
\]

with probability density

\[
f_V(y) = \frac{1}{\delta \sqrt{2 \pi}} e^{-\frac{(y-m)^2}{2 \delta^2}}, \quad y \in \mathbb{R},
\]

as in the original specification of the model, see [13]. It follows that

\[
\mathbb{E}[Q_t] = \lambda kt, \quad 0 \leq t \leq T,
\]

\[
k = \mathbb{E}[Y_i - 1] = e^{m + \frac{\delta^2}{2}} - 1,
\]

so that in equation (5) we have the compensated version of \(Q_t\), which, in this form, turns to be a martingale. As in the BS-model case, we can count on an explicit solution also for the Merton model. In particular, we have

\[
S_t = S_0 \exp\left\{\sigma W_t + \left(\mu - \lambda k - \frac{1}{2} \sigma^2\right) t\right\} \prod_{i=1}^{N_t} Y_i, \quad 0 \leq t \leq T. \tag{7}
\]

If we consider the log-return for the Merton model, conditional on the event \(\{N_t = j\}\), we can write...
\[
\log \left( \frac{S_t}{S_0} \right) = \sigma W_t + \left( \mu - \lambda k - \frac{1}{2} \sigma^2 \right) t + \sum_{i=1}^{j} V_i
\]
\[
\sim \mathcal{N} \left( \left( \mu - \lambda k - \frac{1}{2} \sigma^2 \right) t + jm, \sigma^2 t + j \delta^2 \right), \quad (8)
\]
which allows us to obtain its probability density as a quickly converging series. Indeed, for \( A \subseteq \mathbb{R} \), we have
\[
\mathbb{P} \left( \log \left( \frac{S_t}{S_0} \right) \in A \right) = \sum_{j=0}^{\infty} \mathbb{P} \left( \log \left( \frac{S_t}{S_0} \right) \in A \bigg| N_t = j \right) \mathbb{P}(N_t = j),
\]
hence the related probability density at time \( t \) reads as follow
\[
\psi_t(y) = e^{-\lambda t} \sum_{j=0}^{\infty} (\lambda t)^j \exp \left\{ \frac{-(y-(\mu-\lambda k-\frac{1}{2} \sigma^2) t-jm)^2}{2(\sigma^2 t+j \delta^2)} \right\} \frac{1}{j! \sqrt{2\pi(\sigma^2 t+j \delta^2)}}, \quad y \in \mathbb{R}, \quad (9)
\]
hence it is expressed by a weighted sum of normal densities.

Before describing other properties of the Merton model, we would like to recall that such a jump-diffusion model, contrary to the BS one, is not complete. In particular, there are many possible choices to define a martingale measure, namely a measure \( \mathbb{Q} \sim \mathbb{P} \) such that the discounted price \( e^{-rt} S_t \) is a martingale. In fact, by a direct computation, we easily get
\[
d (e^{-rt} S_t) = e^{-rt} (\mu - r) S_t dt + e^{-rt} \sigma S_t dW_t + e^{-rt} S_t (dQ_t - \lambda k dt)
\]
\[
= e^{-rt} (\mu - r - \lambda k) S_t dt + e^{-rt} \sigma S_t (dW^Q_t - \theta dt) + e^{-rt} S_t - dQ_t
\]
\[
= e^{-rt} (\mu - r - \lambda k - \sigma \theta + \lambda^Q k^Q) S_t dt + e^{-rt} \sigma S_t dW^Q_t + e^{-rt} S_t - d(Q_t - \lambda^Q k^Q t). \quad (10)
\]
and imposing that such a differential is equal to zero, we obtain the following \textit{market price of risk equation}
\[
\mu - r - \lambda k - \sigma \theta + \lambda^Q k^Q = 0,
\]
where \( \theta \) is such that
\[
W^Q_t = W_t + \theta t, \quad 0 \leq t \leq T
\]
is a \( \mathbb{Q} \)-Brownian motion, thanks to the Girsanov Theorem, while \( \lambda^Q > 0 \) is the new arrival rate and \( k^Q = \mathbb{E} [Y_t - 1] \). Merton proposed the following choice for the change of measure:
\[
\lambda^Q = \lambda,
\]
\[ f^Q(y) = f_V(y) \Rightarrow k^Q = k, \]
\[ \Rightarrow \theta = \frac{\mu - r}{\sigma}. \]

Essentially he left the jump part unchanged, justifying such an hypothesis with the assumption that the jump risk is diversifiable and no risk premium is attached to it. In other words the latter means that the risk-neutral properties of the jump component of \( S_t \) are supposed to be the same as its statistical properties. The dynamics of the stock price under \( Q \) are then

\[ S_t = S_0 \exp\left\{ \sigma W^Q_t + \left( r - \lambda k - \frac{1}{2}\sigma^2 \right) t \right\} \prod_{i=1}^{N_t} Y_i, \ 0 \leq t \leq T. \]  \hspace{1cm} (12)

In the special case of jumps of Gaussian type length, it is possible to write, see [13, 8], the European call option price as follows

\[ C_M(\tau, x) = \sum_{j=0}^{\infty} e^{-\lambda \tau} \frac{(\lambda \tau)^j}{j!} \mathbb{E}\left[ e^{-r\tau} (S_T - K)^+ | S_t = x \right] \]
\[ = \sum_{j=0}^{\infty} e^{-\lambda \tau} \frac{(\lambda \tau)^j}{j!} C_{BS}(\tau, x_j; \sigma_j), \]

where
\[ \sigma_j^2 = \sigma^2 + \frac{j\delta^2}{\tau}, \ x_j = x \exp\left\{ jm + \frac{j\delta^2}{2} - \lambda \tau e^{m + \frac{\delta^2}{2}} + \lambda \right\}. \]  \hspace{1cm} (13)

If \( \lambda = 0 \) then \( C_M(\tau, x) = C_{BS}(\tau, x) \), indeed all the terms appearing in the sum are equal to 0, except for \( j = 0 \), when \( x_0 = x \) and \( \sigma_0 = \sigma \).

### 3. The Comparison

In what follows we show that the Merton model outperforms the BS-model, particularly to what concerns the following stylized empirical facts:

1. the heavy tails which characterize the frequency distribution of log-returns;

2. the volatility smile fitting in option pricing.

Concerning point (1), we exploit the approach provided in [10], first recalling the discretized form of the log-return SDE for both the BS and the Merton
model. For the BS-model, if we deal with an interval of amplitude $\Delta t$, we can write
\[
\Delta \log S_t = \mu_{BS} \Delta t + \sigma_{BS} \Delta W_t,
\]
where
\[
\Delta W_t \sim \mathcal{N}(0, \Delta t),
\]
while for the Merton model the related SDE reads as follow
\[
\Delta \log S_t = \mu_M \Delta t + \sigma_M \Delta W_t + V \Delta N_t,
\]
where
\[
V \sim \mathcal{N}(m, \delta^2), \quad \Delta N_t \sim \text{Po}(\lambda \Delta t).
\]
All the quantities are assumed to be independent one from another and we write $E^{(a)}$, resp. $M_t^{(a)}$, resp. $s^{(a)}$, resp. $k^{(a)}$, to refer to the mean, resp. the $i$th central moment, resp. the skewness, resp. the kurtosis for the model, or the time series, indicated by $a$.

**Theorem 1.** Exploiting eq. (14), we have
\[
E^{(BS)} = \mu_{BS} \Delta t, \quad M_2^{(BS)} = \sigma_{BS}^2 \Delta t, \quad M_3^{(BS)} = 0, \quad M_4^{(BS)} = 3\sigma_{BS}^4 \Delta t^2,
\]
\[
\Rightarrow s^{(BS)} = \frac{M_3^{(BS)}}{(M_2^{(BS)})^{3/2}} = 0, \quad k^{(BS)} = \frac{M_4^{(BS)}}{(M_2^{(BS)})^2} = 3,
\]
while eq. (15) gives
\[
E^{(M)} = \mu_M \Delta t + m\lambda \Delta t, \quad M_2^{(M)} = \sigma_M^2 \Delta t + (\delta^2(1 + \lambda \Delta t) + m^2)\lambda \Delta t, \quad M_3^{(M)} = m(3\delta^2 + m^2)\lambda \Delta t + 6m\delta^2(\lambda \Delta t)^2, \quad M_4^{(M)} = 3(\sigma_M^2 \Delta t)^2 + (m^4 + 3\delta^4 + 6m^2\delta^2)\lambda \Delta t
\]
\[\quad + (3m^4 + 21\delta^4 + 30m^2\delta^2)(\lambda \Delta t)^2 + 6\sigma_M^2 \Delta t(\delta^2 + m^2)\lambda \Delta t
\]
\[\quad + (6m^2\delta^2 + 18\delta^4)(\lambda \Delta t)^3 + 6\sigma_M^2 \delta^2 \Delta t(\lambda \Delta t)^2 + 3\delta^4(\lambda \Delta t)^4,
\]
from which $s^{(M)}$ and $k^{(M)}$ can be computed. Let us point out that in [10], the first term in (22) is substituted by $3(\sigma_M \Delta t)^2$. Nevertheless such a substitution turns out to be an error, as one can verify doing all the involved computations, in fact the term has the same form of the one derived for the fourth central moment in (17).
Proof. The quantities in eq. (16) can be derived immediately applying the properties of the Brownian motion. To what concerns the central moments in eq. (17), we recall that

\[ M_i^{(BS)} = \mathbb{E}[(\mu_{BS}\Delta t + \sigma_{BS}\Delta W_t - \mu_{BS}\Delta t)^i] = \sigma_{BS}^i \mathbb{E}[\Delta W_t^i], \]

and, since \( \mathbb{E}[\Delta W_t^i] \) can be computed using the characteristic function of the normal random variable \( \Delta W_t \), i.e.

\[ \phi_{\Delta W_t}(y) = e^{-y^2\frac{\Delta t}{2}}, \]

we have

\[ \mathbb{E}[\Delta W_t^3] = 0, \quad \mathbb{E}[\Delta W_t^4] = 3\Delta t^2. \]

so that both the skewness and the kurtosis term appearing in eq. (18), easily follow. Switching to the Merton model, the mean term in eq. (19) can be obtained recalling that \( \Delta N_t \sim \text{Po}(\lambda\Delta t) \), while the central moments in eq. (20), (21) and eq. (22) are derived applying the following formula

\[ M_i^{(M)} = \mathbb{E}[(\mu_M\Delta t + \sigma_M\Delta W_t + V\Delta N_t - \mu_M\Delta t - m\lambda\Delta t)^i] 
= \mathbb{E}[(\sigma_M\Delta W_t + V\Delta N_t - m\lambda\Delta t)^i]. \quad (23) \]

We omit the detailed computation, term by term, related to the equation (23), however it is useful to remember that we have assumed that every variable is independent of the others. Moreover, the moments of \( V \) and \( \Delta N_t \) are derived using the related characteristic functions,

\[ \phi_V(y) = e^{imy - \frac{\delta^2y^2}{2}}, \quad \phi_{\Delta N_t}(y) = e^{\lambda\Delta t(e^{iy} - 1)}, \]

from which

\[ \mathbb{E}V^2 = m^2 + \delta^2, \]
\[ \mathbb{E}V^3 = 3(m^2 + \delta^2)m - 2m^3, \]
\[ \mathbb{E}V^4 = 3\delta^4 + 6m^2(m^2 + \delta^2) - 5m^4. \]

and

\[ \mathbb{E}\Delta N_t^2 = \lambda\Delta t + \lambda^2\Delta t^2, \]
\[ \mathbb{E}\Delta N_t^3 = \lambda\Delta t + 3\lambda^2\Delta t^2 + \lambda^3\Delta t^3, \]
\[ \mathbb{E}\Delta N_t^4 = \lambda\Delta t + 7\lambda^2\Delta t^2 + 6\lambda^3\Delta t^3 + \lambda^4\Delta t^4. \]

\[ \square \]
Using the aforementioned properties for the log-return processes, we focus our attention on empirical data. We consider the daily log-returns of the Standard & Poor’s (S&P) 500 Index in the period from 03·01·2005 to 10·06·2015, taking $\Delta t = 1/252 \simeq 0.004$, where the denominator 252 has been chosen following the convention that there are 252 trading days in a year. The conjecture is that this big mutual fund should not depend on the behavior of particular stocks and so the study should be more accurate. There is a total of 2621 daily closings and we have to deal with $n = 2620$ log-returns. Moreover, from the S&P 500 data it is possible to extract the following informations

$E(S^{\& P}) \simeq 0.00021$, $M_2(S^{\& P}) \simeq 0.00016$,

$s(S^{\& P}) \simeq -0.33250 < 0$, $k(S^{\& P}) \simeq 14.201 > 3$.

The goal is to find the vectors of parameters $(\mu_{BS}, \sigma_{BS})$ for the BS-model, resp. $(\mu_M, \sigma_M, \lambda, m, \delta)$ for the Merton model. Then, we exploit such vectors to obtain a simulation of the log-returns as close as possible to the related time series. For the BS-model we impose

$E^{(BS)} = E^{(S^{\& P})}$, $M_2^{(BS)} = M_2^{(S^{\& P})}$,

so that

$\mu_{BS} = \frac{E^{(S^{\& P})}}{\Delta t} \simeq 0.052645$, $\sigma_{BS} = \sqrt{\frac{M_2^{(S^{\& P})}}{\Delta t}} \simeq 0.20180$,

recalling that a normal distribution is completely determined by its mean and variance. In the Merton model there are 5 parameters to estimate, hence, particularly in the practitioners’ arena, it is standard to reduce this set assuming that

$E^{(M)} = E^{(S^{\& P})}$, $M_2^{(M)} = M_2^{(S^{\& P})}$,

which implies

$\mu_M = \frac{E^{(S^{\& P})} - m\lambda \Delta t}{\Delta t}$,

$\sigma_M = \sqrt{\frac{M_2^{(S^{\& P})} - (\delta^2(1 + \lambda \Delta t) + m^2)\lambda \Delta t}{\Delta t}}$,

namely, the diffusion parameters are expressed as function of the jump ones, and we are left with the estimate of the 3-dimensional vector $\eta \doteq (\lambda, m, \delta)$. To address the latter we use the Multinomial Maximum Likelihood approach, which can be summarized as follows:
1. sort empirical data into \( \hat{n} < n \) bins, in order to get a computationally tractable problem. Then, for each of these bins, extract the sample frequency \( f_i^{(S&P)} \), \( i = 1, \ldots, \hat{n} \);

2. construct the (theoretical) jump-diffusion frequency function

\[
f_i^{(M)}(\eta) = n \int_{B_i} \psi_{\Delta t}(y; \eta) \, dy, \quad i = 1, \ldots, \hat{n},
\]

where \( B_i \) is the \( i \)th bin and \( \psi_{\Delta t}(y; \eta) \) is the log-return probability density already seen in eq. (9);

3. minimize the objective function

\[
l(\eta) = -\sum_{i=1}^{\hat{n}} f_i^{(S&P)} \log \left( f_i^{(M)}(\eta) \right),
\]

a task that can be completed also using built in routines which are present in various mathematical software, by starting with an initial point \( \eta_0 \). We would like to underline that even if the latter numerical approach is rather simple to be implemented, better results can be achieved using the so called regime switching analysis as, e.g., has been made in [6, 7], see also [11].

Following the aforementioned algorithm to treat the data at our disposal, we obtain:

\[
\lambda \simeq 68.150, \quad m \simeq -0.0025643, \quad \delta \simeq 0.018482
\]

\[
\Rightarrow \mu_M \simeq 0.22740, \quad \sigma_M \simeq 0.10343,
\]

and exploiting equations (21) and (22), we have

\[
s^{(M)} \simeq -0.53531, \quad k^{(M)} \simeq 13.859.
\]

We can easily note that the skewness is bigger in absolute value than the one obtained using the real S&P500 data, but, unlike in the simple diffusion model with \( s^{(BS)} = 0 \), the Merton approach tends to capture a clear absence of symmetry with the same sign. Moreover the kurtosis is well replicated, which is the main purpose of our analysis, while the BS-model provides poor results. It follows that the log-normal jump diffusion model represents a substantial and concrete improvement when compared to the classical diffusion model, particularly from the point of view of the log-returns simulation. Latter conclusions
Figure 1: The empirical frequency distribution of S&P 500 Index against the theoretical ones. For the Merton model the function in eq. (24) is computed for each bin. The construction for the BS-model is analogous. The code has been developed following [8, 10], then tested with data taken from [15].

are well reproduced in Fig. 1 which clearly represents the difference between the two models: the jump parameters \((\lambda, m, \delta)\) added to the set of diffusion parameters \((\mu_M, \sigma_M)\) allow to reproduce the leptokurtic feature of the log-returns.

In what follows, we compare the two models with respect to volatility smile fitting. We recall that if the BS-model were correct, then the implied volatility surface \(\Sigma = \Sigma(T, K)\) would be flat, namely it would remain constant for every strike price \(K\) and for every maturity \(T\). Unfortunately latter hypothesis is almost always not verified by real data. In particular, if we look at the (real) market implied volatility behaviour, we easily get that it varies as a function of \(K\) and \(T\).

For our comparison we consider, as a set of empirical data, the implied volatilities

\[\Sigma_i = \Sigma(K_i, T_i; C_i^*), \ i = 1, 2, \ldots, N\]

with respect to the market prices \(C_i^*\) of the options written on Russell 2000 (RUT) Index in date 18·05·2015, where \(N = 84\), with strike price \(K\) that ranges from 1200 to 1350, for every maturity considered, i.e. for \(T \in \{3, 11, 31, 61\}\) days. The spot price was \(x = 1257.52\) USD and the U.S. Government Treasury Bill annualized rate, at the same date, was \(r = 0.2\%\). We use the latter value
as the riskless rate. Then we have to calibrate both the BS and the Merton model on the aforementioned data. For the BS-model we minimize the sum of squared errors

$$\sigma_{BS} = \arg \min_{\sigma} \sum_{i=1}^{N} \left( \Sigma_i - \Sigma_{BS}^{i}(\sigma) \right)^2$$

$$= \arg \min_{\Sigma_{BS} \in \Psi} \sum_{i=1}^{N} \left( \Sigma_i - \Sigma_{BS}^{i} \right)^2,$$

where

$$\Sigma_{BS}^{i}(\sigma) \equiv \Sigma(K_i, T_i; C_{BS}(\tau, x; \sigma)) = \Sigma_{BS},$$

is the implied volatility with respect to the BS price, i.e. assuming that the BS-price represents the market price of the option, hence it is obviously constant. The resulting value is

$$\sigma_{BS} = 0.1483,$$

which is obtained considering $I_0$ as the initial point, and reasonable bounds as $\Psi = [0, 1]$, namely we consider the market implied volatilities to range in such an interval. The calibration for the Merton model is similar, but it concerns more parameters and consists in the following non-linear least squares problem

$$\theta_M = (\sigma_M, \lambda, m, \delta) = \arg \min_{\theta \in \Theta} \sum_{i=1}^{N} \left( \Sigma_i - \Sigma_{M}^{i}(\theta) \right)^2,$$

where

$$\Sigma_{M}^{i}(\theta) \equiv \Sigma(K_i, T_i; C_{M}(\tau, x; \theta)),$$

is the Merton implied volatility with respect to the Merton price $C_{M}(\tau, x; \theta)$. In this case the bounds used are $\Theta = [0, 1] \times [0, 10] \times [-1, 1] \times [0, 1]$, suggested by some initial calibrations which require rather long computational time efforts, partially diminished exploiting the approach developed in [5], and by the fact that market implied volatility ranges between 0 and 1. The resulting parameters are

$$\sigma_M \simeq 0.09144, \lambda \simeq 2.878, m \simeq -0.04942, \delta \simeq 0.05443. \quad (25)$$

Fig. 2 shows how the Merton model outperforms the BS one in fitting the volatility smile for different maturities. The latter result can be quantitatively appreciated looking at Table 1 which reports the sum of squared residuals (SSR) of both models, with respect to the corresponding maturities. The BS-model becomes acceptable only for long maturities, when the volatility surface tends to
become flat, but it is clearly inadequate for medium to short ones. On the other hand, even if the Merton model does not perfectly fit the smile, nevertheless the addition of the jump parameters allows to see a general big improvement if compared to the BS-model performances.

<table>
<thead>
<tr>
<th>Maturity</th>
<th>$SSR^{(BS)}$</th>
<th>$SSR^{(M)}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3 days</td>
<td>0.0992</td>
<td>0.0027</td>
</tr>
<tr>
<td>11 days</td>
<td>0.0195</td>
<td>0.0010</td>
</tr>
<tr>
<td>31 days</td>
<td>0.0091</td>
<td>0.0002</td>
</tr>
<tr>
<td>61 days</td>
<td>0.0079</td>
<td>0.0006</td>
</tr>
</tbody>
</table>

Table 1: SSR of the two models for different maturities in comparison.
Figure 2: Simultaneous calibration of both the BS-model and the Merton model for different maturities; numerical results have been obtained following [8].
Conclusions

In this work we have compared the forecasting and *fitness to the data* performances characterizing the Black and Scholes (diffusion) model and the Merton (jump-diffusion) model, which is obtained from the BS one by adding a compensated compound Poisson process to the main stochastic differential equation. The two related market models are similar in many aspects, particularly because the *financial assumptions* behind them are largely the same. Nevertheless, the BS market model is complete, while the Merton one is not. The latter fact is due to the impossibility to completely hedge the risk carried by the introduction of sudden and unpredictable moves in the stock price, i.e. it is a byproduct of the continuity breaking of the underlying BS-trajectories, implied by the presence of the random (Poisson) jump component. Hence, even if one can consider the latter as an advantage carried by the BS-approach, at least in terms of mathematical simplicity and numerical tractability, the Merton model turns out to outperform the BS one, when one takes into account the performances of the two with respect to real financial data. It is worth to mention that the computational analysis needed to compare the aforementioned models require simple, but rather lengthy procedures, whose speed can be increased by truncating the related quantity of interest, namely using some asymptotic expressions of the analytical pricing formulae, as has been made, e.g., in [3, 12], and intrinsic symmetries within the treated models, as, e.g., can be made by exploiting the well known Lie analysis of related PDEs, see, e.g., [2] and references therein. In particular, moving from a theoretical comparison to an empirical one, the addition of the jump parameters results in a great improvement in option pricing and simulation of log-returns distribution. In particular the smile effect is well reproduced for short maturities, where the BS-model fails. Moreover, the log-returns leptokurtic feature is much more evident using the Merton approach instead of the BS one. In future works, we will apply an approach similar to the one proposed by Merton, namely taking random jumps into consideration, to what concerns the *interest rates* financial frameworks. In particular we plan to first consider the Vasicek model particularly from the point of view of its invariant measure since, see, e.g., [4], it can be uniquely determined, at least in the standard diffusive case.
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