NEW EXPLICIT TRIGONOMETRICALLY-FITTED FOURTH-ORDER AND FIFTH-ORDER RUNGE-KUTTA-NYSTRÖM METHODS FOR PERIODIC INITIAL VALUE PROBLEMS
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Abstract: In this work, we derive two new Runge–Kutta–Nyström (RKN) methods for solving periodic second order ordinary differential equations. We constructed these methods based on the RKN method of three-stage fourth-order derived by Garcia and RKN method of four-stage fifth-order derived by Hairer. The numerical results show that the efficiency of the new methods is more than the other existing methods.
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1. Introduction

In this work, our main focus is to find the numerical solution of the initial value
problems whose first derivative does not appear explicitly of the form:

\[
y'' = f(x, y), \quad x \in [x_0, X],
\]

\[
y(x_0) = y_0, \quad y'(x_0) = y'_0,
\]

whose solution has a pronounced periodic character. Such problems occur in several fields of applied sciences such as: dynamics, celestial mechanics, theoretical physics, nuclear physics, electronics, chemistry and so on; Which attracts the interest of many researchers. Bettis in [3] suggested the first Runge–Kutta (RK) methods with 3 and 4 stages for the solution of Ordinary Differential Equations (ODEs) with oscillatory solutions. Researchers have proposed to develop integrators with frequency-dependent coefficients by some techniques like trigonometrical/exponential fitting as in Simos and Aguiar in [20] and Simos in [19], Franco in [7], Van de Vyver in [22]. Early presentations of these technique are due to Gautschi in [9] and Lyche in [11]. More recently, Monovasilis et al in [12], Franco and Gomez in [6], D’Ambrosio et al in [5], Ramos and Aguiar in [14] proposed Runge–Kutta–Nyström (RKN) methods for the solution of second order ordinary differential equations. Similarly, Simos in [17], Coleman and Duxbury in [4] constructed an explicit RK method which integrate certain first order initial value problems with periodic or oscillating solutions. In the same manner, Berghe et al in [2] proposed exponentially-fitted RK (EFRK) methods that integrates exactly first order systems whose solutions can be represented as the linear combination of functions of the form \(e^{wx}\) and \(e^{-wx}\). Motivated by the work of Simos in [18] we construct an explicit trigonometrically-fitted fourth-order three stage and fifth-order four stage RKN methods based on the RKN method derived by Garcia et al in [8] and an RKN method derived by Hairer and Wanner in [10]. The remaining part of this paper is arranged as follows: Section 2 deals with the basic theory of an explicit RKN method, definition of trigonometric-fitting. In section 3 we construct the new methods. In section 4 we analyze the algebraic order of the new methods from their local truncation errors. In section 5 we present the numerical results and the last section deals with the conclusion.

2. Basic Theory

A Runge–Kutta–Nyström method is said to be explicit if \(a_{ij} = 0\), for \(i \leq j\). The general form of an explicit \(s\)-stage RKN method is given by:
\[ y_{n+1} = y_n + hy'_n + h^2 \sum_{i=1}^{s} b_i f(x_n + c_i h, Y_i), \]  
(2)  

\[ y'_{n+1} = y'_n + h \sum_{i=1}^{s} d_i f(x_n + c_i h, Y_i), \]  
(3)  

\[ Y_i = y_n + c_i h y'_n + h^2 \sum_{j=1}^{i-1} a_{ij} f(x_n + c_i h, Y_j). \]  
(4)  

or in Butcher Tableau as:

\[
\begin{array}{c|c}
  c & A \\
  \hline
  b \\
  d
\end{array}
\]

where \( A \) is a matrix \((a_{ij})_{s \times s}\), \( c = (c_1, c_2, ..., c_s)^T \), \( b = (b_1, b_2, ..., b_s)^T \) and \( d = (d_1, d_2, ..., d_s)^T \).

**Definition 1.** A Runge-Kutta-Nyström method (2)-(4) is said to be trigonometrically-fitted if it integrates exactly the function \( e^{iwx} \) and \( e^{-iwx} \) or equivalently \( \sin(wx) \) and \( \cos(wx) \) with \( w > 0 \) the principal frequency of the problem when applied to the test equation \( y'' = -w^2 y \); Leading to a system of equations as derived in the next section.

### 3. Derivation of the New Methods

In this section, we will derive a three-stage fourth order and a four-stage fifth order explicit trigonometrically-fitted RKN methods. The three-stage fourth-order RKN method will be used as given in [8] and a four stage fifth-order RKN method will be used as given in [10]. The coefficients of the methods are given in Table 1 and Table 2 below:

When an explicit Runge-Kutta-Nyström method (2) – (4) is applied to the test equation \( y'' = -w^2 y \), the method become:
Table 1: The RKN4G Method [8]

<table>
<thead>
<tr>
<th>0</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
</tr>
<tr>
<td>\frac{1}{32}</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>\frac{-4}{125}</td>
</tr>
<tr>
<td>5</td>
</tr>
<tr>
<td>\frac{1}{24}</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>\frac{1}{24}</td>
</tr>
</tbody>
</table>

Table 2: The RKN5H Method [10]

<table>
<thead>
<tr>
<th>0</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
</tr>
<tr>
<td>\frac{1}{50}</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>\frac{-1}{27}</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>\frac{3}{10}</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>\frac{14}{336}</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>\frac{14}{336}</td>
</tr>
</tbody>
</table>

\[ y_{n+1} = y_n + hy'_n + h^2 \sum_{i=1}^{s} b_i f(x_n + c_i h, Y_i), \]  \hspace{1cm} (5)

\[ y'_{n+1} = y'_n + h \sum_{i=1}^{s} d_i f(x_n + c_i h, Y_i), \]  \hspace{1cm} (6)

with

\[ Y_1 = y_n + c_1 h y'_n, \]  \hspace{1cm} (7)

\[ Y_2 = y_n + c_2 h y'_n - h^2 a_{21} w^2 Y_1, \]  \hspace{1cm} (8)

\[ Y_3 = y_n + c_3 h y'_n + h^2 (-a_{31} w^2 Y_1 - a_{32} w^2 Y_2), \]  \hspace{1cm} (9)
\[ Y_4 = y_n + c_4 h y'_n + h^2 (-a_{41} w^2 Y_1 - a_{42} w^2 Y_2 - a_{43} w^2 Y_3), \quad (10) \]
\[
\cdots
\]
\[
Y_i = y_n + c_i h y'_n + h^2 \sum_{j=1}^s a_{ij} (-w^2 Y_j), \quad (11)
\]

which results in
\[
y_{n+1} = y_n + h y'_n + h^2 \sum_{i=1}^s b_i (-w^2 Y_i), \quad (12)
\]

and
\[
y'_{n+1} = y'_n + h \sum_{i=1}^s d_i (-w^2 Y_i). \quad (13)
\]

Now, let \( y_n = e^{Iw x} \). Computing the value of \( y_{n+1}, y'_n \) and \( y'_{n+1} \) and substituting in the equations (5) – (13) and by using \( e^{Iv} = \cos(v) + I \sin(v) \) and comparing the real and imaginary part, we obtain the following system of equations:
\[
\cos(v) = 1 - v^2 \sum_{i=1}^s b_i(1 - v^2 \sum_{j=1}^3 a_{ij} Y_j e^{-Iw x}), \quad (14)
\]
\[
\sin(v) = v - v^2 \sum_{i=1}^s b_i c_i v, \quad (15)
\]
\[
\sin(v) = v \sum_{i=1}^s d_i (1 - v^2 \sum_{j=1}^3 a_{ij} Y_j e^{-Iw x}), \quad (16)
\]
\[
\cos(v) = 1 - v^2 \sum_{i=1}^s d_i c_i. \quad (17)
\]

where \( v = wh \).

Solving (14)-(17) using the coefficients of the method in Table 1 for \( a_{31}, b_2, c_2, c_3 \), we obtain the solution as given in (18):
\[
a_{31} = -\frac{2112 \sin(v) - 2112 v + 384 v^3 - 11 v^5}{1000 v^3},
\]
\[
b_2 = \frac{16(330 \cos(v) - 330 - 21 v^2 + 66 v \sin(v) + v^4)}{165(v^2 - 32 + v^2)}.
\]
In a similar way, solving (14)–(17) using the coefficients of the method in Table 2 reduces to the coefficients of the original method (RKN4G). That is to say the coefficients of the new method (ETFRKN4G) are identical to those of RKN4G method.

The corresponding Taylor series expansion of the solution is given in (19).

As \( v \to 0 \), the coefficients \( a_{31}, b_2, c_2 \) and \( c_3 \) of the new method (ETFRKN4G) reduce to the coefficients of the original method (RKN4G). That is to say \( a_{31}(0), b_2(0), c_2(0) \) and \( c_3(0) \) are identical to \( a_{31}, b_2, c_2 \) and \( c_3 \) of RKN4G method. In a similar way, solving (14)–(17) using the coefficients of the method in Table 2 for \( a_{31}, b_2, c_2, c_3 \), obtaining the solution as given in (20).

\[
c_2 = \frac{3(\cos(v) + 4)(-160\cos(v)\sin(v) + 5\cos(v)\sin(v)v^2 - 480v - 32\sin(v)^2 + 15v^3)}{16((\sin(v)^2 + 15)v(v^2 + 30\cos(v) - 30 + 6\sin(v)))}
\]

\[
c_3 = \frac{3(2112\cos(v)^3 - 63360\sin(v)^2 - 672v^2\sin(v)^2 + 384v^4\sin(v)^2 - 11v^6\sin(v)^2)}{500(\sin(v)^2 + 15)(v^2 + 30\cos(v) - 30 + 6\sin(v)v)^2}
\]

\[
\begin{align*}
a_{31} &= -\frac{4}{125} - \frac{33}{5000}v^2 + \frac{11}{26250}v^4 - \frac{11}{1890000}v^6 + \frac{1}{18900000}v^8 - \frac{1}{2948400000}v^{10} \\
&+ \frac{1}{619164000000}v^{12} - \frac{1}{168412608000000}v^{14} + \ldots, \\
b_2 &= \frac{4}{11} - \frac{1}{3600}v^4 + \frac{1}{161280}v^6 - \frac{19}{232243200}v^8 + \frac{449}{12262440960000}v^{10} - \frac{32869}{3570822807552000}v^{12} \\
&- \frac{1}{312811}v^{14} + \ldots, \\
c_2 &= \frac{1}{4} - \frac{1}{26880}v^4 + \frac{19}{7741440}v^6 - \frac{1019}{13624934400}v^8 + \frac{481093}{119027426918400}v^{10} \\
&- \frac{1}{57133164920832000}v^{12} + \frac{93241325150797824000}{647998097}v^{14} + \ldots, \\
c_3 &= \frac{4}{5} + \frac{13}{4375}v^4 - \frac{257}{3780000}v^6 + \frac{1447}{950400000}v^8 - \frac{2026831}{581188608000000}v^{10} \\
&+ \frac{6352153}{3985293312000000}v^{12} + \ldots.
\end{align*}
\]

This result in the new method called ETFRKN4G.
In this section, we will find the local truncation error of the new methods and verify their algebraic order. We first find the Taylor series expansion of the new explicit trigonometrically-fitted RKN5H method called ETFRKN5H.

The corresponding Taylor series expansion of the solution is given by:

\[
s(v) = \sum_{j=0}^{\infty} \frac{a_j}{2^j} \sin(v) + \sum_{j=0}^{\infty} \frac{b_j}{2^j} \cos(v)
\]

The corresponding Taylor series expansion of the solution is given in (21):

\[
a_{31} = \frac{1}{27} + \frac{1}{8100} v^4 + \frac{1}{87400} v^6 + \frac{1}{866052} v^8 + \frac{493}{81062467200} v^{10} + \frac{197}{58033357200} v^{12} + \ldots,
\]

\[
b_2 = \frac{25}{84} + \frac{1}{1800} v^4 + \frac{31}{504000} v^6 + \frac{283}{486000000} v^8 + \frac{1893851}{67359600000000} v^{10} + \frac{9274112000000000000}{77213533763} v^{14} + \ldots,
\]

\[
c_2 = \frac{1}{5} + \frac{11}{21875} v^4 + \frac{661}{13125000} v^6 + \frac{388123}{9745312500} v^8 + \frac{1783503283}{5320940625000000} v^{10} + \frac{4253203}{1178331881} v^{12} + \ldots,
\]

\[
c_3 = \frac{2}{3} + \frac{11}{28350} v^4 + \frac{157}{12757500} v^6 + \frac{94709}{2806650000} v^8 + \frac{391814718750000}{7150813} v^{10} + \frac{39653233271}{3103172572500000000} v^{12} + \ldots
\]

This result in the new method called ETFRKN5H.

As \( v \to 0 \), the coefficients \( a_{31}, b_2, c_2 \) and \( c_3 \) of the new method (ETFRKN5H) reduces to the coefficients of the original method (RKN5H). That is to say \( a_{31}(0), b_2(0), c_2(0) \) and \( c_3(0) \) are identical to \( a_{31}, b_2, c_2 \) and \( c_3 \) of RKN5H method.

4. Algebraic Order and Error Analysis

In this section, we will find the local truncation error of the new methods and verify their algebraic order. We first find the Taylor series expansion of the
actual solution \( y(x_n + h) \), the first derivative of the actual solution \( y'(x_n + h) \), the approximate solution \( y_{n+1} \), and the first derivative of the approximate solution \( y'_{n+1} \). The local truncation error (LTE) of \( y \) and its first derivative \( y' \) is given as:

\[
LTE = y_{n+1} - y(x_n + h),
\]

\[
LTE_{der} = y'_{n+1} - y'(x_n + h).
\] (22)

The LTE and \( LTE_{der} \) of the ETRFRKN4G method are

\[
LTE = -\frac{h^5}{480}(y'' f_{yy} + y'' f_{xy} + y' f_{yxx} + (y')^2 f_{xyy})
\]

\[
- \frac{h^5}{1440}((y')^3 f_{yy} + f_{xxx}) + O(h^6),
\]

\[
LTE_{der} = \frac{h^5}{120}(6(y')^2 y'' f_{yyy} + 5(y')^2 f_{yy} f_y + 12y' y'' f_{xyy} + 6y' f_{xy} f_y + 4y' f_{yy} f_x
\]

\[
+ (y')^4 f_{yyy} + 4y' f_{xxy} + y''(f_y)^2 + (y')^2 f_{xyy} + 6(y')^2 f_{xyy} + f_y f_x
\]

\[
+ 4f_x f_x + 4(y')^3 f_{xyy} + 6y'' f_{yxx} + f_{xxx} + 3(y'')^2 f_{yy} + O(h^6). \] (23)

From equation (23), we can see that the order of ETRFRKN4G is 4 because all of the coefficients up to \( h^4 \) vanished. Similarly, the LTE and \( LTE_{der} \) of the method ETRFRKN5H are

\[
LTE = \frac{h^6}{21600}(-12w^4 y'' + 6(y')^2 y'' f_{yyy} + 12(y')^2 f_{yy} f_y + 12y' y'' f_{xyy}
\]

\[
+ 24y' f_y f_{xy} + 3(y'')^2 f_{yy} + 12(f_y)^2 y''
\]

\[
+ 4(y')^3 f_{xyy} + 12y' f_{xxx} + 6y'' f_{yxx}
\]

\[
+ 6(y')^2 f_{xxy} + 4y' f_{xx} + f_{xxx} + O(h^7),
\]

\[
LTE_{der} = \frac{h^6}{720}(5y' f_{xxx} + 10y'' f_{xxx} + (f_y)^2 f_x + 5f_y f_{xx} + 10y' (f_y)^2
\]

\[
+ f_y f_{xx} + 15(y'')^2 f_{yy} + y'(f_y)^3
\]

\[
+ 5(y')^4 f_{yxy} + 10(y')^2 f_{xyy} + 10(y')^3 f_{yxyy}
\]

\[
+ 10f_{xxxx} + 11(y')^3 f_{yyy} f_y + 10(y')^2 f_{yy} f_x
\]

\[
+ 30(y')^2 y'' f_{xyy} + 30y' f_{xxy} y'' + 15y' f_{yy} (y'')^2
\]

\[
f_{xxxx} + 23(y')^2 f_y f_{xyy} + 20y' f_x f_{xyy} + 8f_y f_{xyy}
\]

\[
+ 10f_{yy} y'' + 10y'' f_{yy} f_x + 13f_y f_{yyy} y'
\]

\[
+ 15(y')^2 f_{yy} f_{xy} + 5y' f_{yy} f_{xx} + O(h^7). \] (24)
From equation (24), the method ETFRKN5H has order 5 because all of the coefficients up to $h^5$ vanished.

5. Problems Tested and Numerical Results

In this section, we will apply the new methods to some well-known periodic problems. The following explicit RKN methods are used for the numerical comparisons.

Fourth-order:

- ETFRKN4G: The new trigonometrically-fitted RKN method derived in this paper,
- RKN4G: The fourth-order RKN method obtained by Garcia et al in [8],
- RKN4-4: The fourth-order RKN method given by Xinyuan Wu et al in [23] and
- PFERKN4P: The fourth-order RKN method with phase-lag order infinity obtained by Papadopoulos in [13].

Fifth-order:

- ETFRKN5H: The new trigonometrically-fitted RKN method derived in this paper,
- RKN5H: The fifth order RKN method obtained by Hairer and Wanner in [10],
- RKN4(5,8,5)S: The fifth order RKN method with dispersion order eight and dissipation order five obtained by Senu in [15] and
- PFERKN4P: The fourth-order RKN method with phase-lag order infinity obtained by Papadopoulos et al in [13].

**Problem 1** (Harmonic Oscillator) Anastassi and Kosti in [1]

$$y'' = -100y, \ y(0) = 1, \ y'(0) = 2$$

The exact solution is

$$y(x) = -\frac{1}{5}\sin(10x) + \cos(10x).$$

**Problem 2** (Inhomogeneous Problem) Anastassi and Kosti in [1]
\[ y'' = -v^2 y(x) + (v^2 - 1) \sin(x), \quad y(0) = 1, \quad y'(0) = v + 1, \quad x \geq 0, \text{ where } v >> 1, \]

The exact solution is
\[ y(x) = \sin(10x) + \cos(10x) + \sin(x). \]

**Problem 3** (Almost Periodic Problem) Van de Vyver in [21]
\[
\begin{align*}
y_1'' &= -y_1 + 0.001 \cos(x), \quad y_1(0) = 1, \quad y_1'(0) = 0, \\
y_2'' &= -y_2 + 0.001 \sin(x), \quad y_2(0) = 0, \quad y_2'(0) = 0.9995
\end{align*}
\]

The exact solutions are
\[
\begin{align*}
y_1(x) &= \cos(x) + 0.0005 \, x \, \cos(x), \\
y_2(x) &= \sin(x) - 0.0005 \, x \, \sin(x).
\end{align*}
\]

**Problem 4** (Inhomogeneous Problem) Senu in [15]
\[ y'' = -y(x) + x, \quad y(0) = 1, \quad y'(0) = 2 \]

The exact solution is
\[ y(x) = \cos(x) + \sin(x) + x. \]

**Problem 5** (Inhomogeneous System) Senu et al in [16]
\[
\begin{align*}
y_1'' &= -v^2 y_1(x) + v^2 f(x) + f''(x), \quad y_1(0) = a + f(0), \quad y_1'(0) = f'(0), \\
y_2'' &= -v^2 y_2(x) + v^2 f(x) + f''(x), \quad y_2(0) = f(0), \quad y_2'(0) = av + f'(0),
\end{align*}
\]

The exact solutions are
\[
\begin{align*}
y_1(x) &= a \cos(vx) + f(x), \\
y_2(x) &= a \sin(vx) + f(x),
\end{align*}
\]

where \( v = 20, \quad a = 0.1 \) are parameters and \( f(x) = e^{-10x}. \)

The accuracy strategy used is finding \( \log_{10} \) of the maximum global error (MAXERR),
\[
MAXERR = \log_{10}\max \|y(x_n) - y_n\|, \quad (25)
\]
where \( x_n = x_0 + nh, \quad n = 1, 2, 3, \ldots (T - x_0)/h. \)

The performance of the fourth-order method is presented graphically as shown in figures 1 to 5 and the performance of the fifth-order method as in figures 6 to 9.
Figure 1: Efficiency curves for problem 1 with $t_{end} = 10000$ and $h = i(0.025)$, $i = 1, 2, 3, 4$.

Figure 2: Efficiency curves for problem 2 with $t_{end} = 10000$ and $h = i(0.025)$, $i = 1, 2, 3, 4$.

Figure 3: Efficiency curves for problem 3 with $t_{end} = 10000$ and $h = i(0.025)$, $i = 1, 2, 3, 4$. 
Figure 4: Efficiency curves for problem 4 with $t_{end} = 10000$ and $h = i(0.025), i = 1, 2, 3, 4$.

Figure 5: Efficiency curves for problem 5 with $t_{end} = 10000$ and $h = i(0.025), i = 1, 2, 3, 4$.

Figure 6: Efficiency curves for problem 1 with $t_{end} = 1000$ and $h = i(0.025), i = 1, 2, 3, 4$. 
Figure 7: Efficiency curves for problem 2 with $t_{end} = 10000$ and $h = \frac{1}{2^i}$, $i = 5, 6, 7, 8$.

Figure 8: Efficiency curves for problem 3 with $t_{end} = 10000$ and $h = i(0.025)$, $i = 1, 2, 3, 4$.

Figure 9: Efficiency curves for problem 4 with $t_{end} = 10000$ and $h = i(0.025)$, $i = 1, 2, 3, 4$. 
6. Conclusion

In this study, we have presented two new explicit trigonometrically-fitted RKN methods for solving second order IVPs which are periodic in nature. First method is based on Garcia’s RKN method of order four and the second method is based on Hairer’s RKN method of order five. The numerical results obtained show that the error norm of the new methods are smaller than that of the other existing methods; the new methods are more accurate and efficient for solving second-order differential equations with periodic solutions than the other existing methods.
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