A COMMON FIXED POINT THEOREM FOR A FAMILY OF SELF MAPS IN CONE $b_2$-METRIC SPACE
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Abstract: An analogue of Banach contraction principle and Kannan’s fixed point theorem by defining the minimality in a Banach space was proved by R.George et.al., in Generalized cone $b$-metric space in [1]. We proved the same fixed point theorem extending it for a family of self-maps in the setting of cone $b_2$-metric space by omitting the definition of minimality in a Banach space.
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1. Introduction

After the famous Banach contraction principle in 1920, Gahler introduced the concept of 2-metric space with the area of triangle as an underlying example. Many authors proved that there is no relationship between the results in 2-metric and in ordinary metric. S.V.R Naidu and Rajendra Prasad showed with examples that a convergent sequence in a 2-metric space need not be a Cauchy sequence and every convergent sequence is a Cauchy sequence if $d$ is continuous (see [3], [17], [16], [15]).

The major generalizations in the field of fixed point theory are Czerwick’s $b$-metric space [13], Huang and Zhang’s cone metric space ([8], [14]), Branciari’s rectangular metric space [1], etc. These generalizations lead many authors
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to introduce cone b-metric space ([12],[7]), cone rectangular metric space [2],
generalized cone b-metric space [11], cone 2-metric space [5], \( b_2 \)-metric space [10], cone \( b_2 \)-metric space. For Quasi-contractions in metric and cone metric spaces, (see [4], [6], [9], [18])

In 2015, Generalized cone b-metric space was introduced by Reny George et.al., by generalizing cone metric space, cone b-metric sapce, and rectangular metric space. They showed that the space need not be Hausdorff and then proved an analogue of Banach contraction principle and a new generalized fixed point theorem which is the union of Kannan contraction and quasi-contraction. They gave the definition of minimality in Banach sapce and used this defining property in proving these theorems.

In this paper, we proved the similar fixed point theorem without assuming the defining property but for a family of self-maps in the setting of cone \( b_2 \)-metric space. We have also given an example to show that cone \( b_2 \)-metric spaces is also not necessarily Hausdorff and an example to support our main result.

2. Preliminaries

**Definition 1.** ([8]) Let \( E \) be a Banach space and \( \theta \) be the zero element of \( E \). If \( \mathcal{P} \) is a subset of \( E \), then \( \mathcal{P} \) is called a cone if

1. \( \mathcal{P} \) is closed, non-empty and \( \mathcal{P} \neq \{ \theta \} \).

2. \( a, b \in \mathbb{R}, a, b \geq 0, x, y \in \mathcal{P} \Rightarrow ax + by \in \mathcal{P} \).

3. \( x \in \mathcal{P} \) and \( -x \in \mathcal{P} \Rightarrow x = \theta \).

Define a partial ordering \( \preceq \) in \( E \) w.r.t \( \mathcal{P} \) by \( x \preceq y \iff y - x \in \mathcal{P} \). Write \( x \prec y \) if \( x \preceq y \) and \( x \neq y \) where as \( x \ll y \) denotes \( y - x \in \text{int}(\mathcal{P}) \), where \( \text{int}(\mathcal{P}) \) is interior of \( \mathcal{P} \). If \( \text{int}(\mathcal{P}) \neq \phi \) then \( \mathcal{P} \) is called a solid cone.

The cone \( \mathcal{P} \) is called *normal* if there is a number \( k > 0 \) such that for all \( x, y \in E \),

\[
\theta \preceq x \preceq y \Rightarrow \|x\| \leq k\|y\|.
\]

The least positive number \( k \) satisfying the above condition is called the *normal constant* of \( \mathcal{P} \). Throughout this paper, we shall assume that \( \mathcal{P} \) is a solid cone.

**Definition 2.** Let \( X \) be a non-empty set and \( s \geq 1 \) be a real number. Let \( d : X^3 \rightarrow E \) be a map satisfying the following conditions:

1. For every pair of distinct points \( x, y \in X \), there exist a point \( z \in X \) such that \( d(x, y, z) \neq \theta \).
2. If at least two of the three points \( x, y, z \) are equal then \( d(x, y, z) = \theta \).

3. \( d(x, y, z) = d(p(x, y, z)) \) for all \( x, y, z \in X \) and for all permutations \( p(x, y, z) \).

4. \( d(x, y, z) \leq s[d(x, y, w) + d(x, w, z) + d(w, y, z)] \), for all \( x, y, z, w \in X \).

Then \( d \) is called cone \( b_2 \)-metric and \( (X, d) \) is called cone \( b_2 \)-metric space.

**Example 3.** Let \( E = \mathbb{R}^2 \), \( P = \{ (x, y) : x, y \geq 0 \} \). Define \( \| (x, y) \| = |x| + |y| \) for all \( (x, y) \in E \). Let \( X = \{ (\alpha, 0) : \alpha \geq 0 \} \cup \{ (0, 2) \} \). Define the 2-metric \( d : X \times X \times X \rightarrow E \) as follows:

\[
d(A, B, C) = \begin{cases} 
  d(p(A, B, C)), & \text{if at least two of } A, B, C \text{ are equal} \\
  (0,0), & \text{otherwise,}
\end{cases}
\]

where \( \Delta = \text{square of the area of triangle } A, B, C \). We have,

\[
d((\alpha, 0), (\beta, 0), (0, 2)) \leq d((\alpha, 0), (\beta, 0), (\gamma, 0)) + d((\alpha, 0), (\gamma, 0), (0, 2)) + d((\gamma, 0), (\beta, 0), (0, 2))
\]

That is, \( (\alpha - \beta)^2 \leq (\alpha - \gamma)^2 + (\gamma - \beta)^2 \), which shows that \( d \) is not a cone 2-metric, but a cone \( b_2 \)-metric with \( s = 2 \).

**Definition 4.** ([5]) For any \( x \in X \), define the open ball with centre \( x \) and radius \( r > 0 \) by

\[
B(x, r) = \{ y \in X : \| d(x, y, a) \| < r \text{ for all } a \in X \}
\]

Let \( \tau \) be the collection of all subsets \( A \) of \( X \) satisfying that for each \( x \in A \), there exists \( r > 0 \) such that \( B(x, r) \subseteq A \). Then \( \tau \) defines a topology for the cone \( b_2 \)-metric space \( (X, d) \) but is not necessarily Hausdorff space. For instance, consider the above example.

The ball with centre \( (0, 0) \) and radius 2 is

\[
B((0, 0), 2) = \{ (0,0), (0,2), (\alpha, 0) : 0 < \alpha < 1 \}.
\]

The ball with centre \( (0, 2) \) and radius 2 is

\[
B((0,2), 2) = \{ (0,0), (0,2) \}.
\]

It is clear that we cannot choose \( r_1, r_2 > 0 \) such that \( B((0,0), 2) \cap B((0,2), 2) = \phi \) and hence \( (X, d) \) is not Hausdorff.
Definition 5. ([10]) Let \( \{x_n\} \) be a sequence in cone \( b_2 \)-metric space \((X, d)\).

1. \( \{x_n\} \) is said to be \( b_2 \)-convergent to \( x \in X \) if \( \lim_{n \to \infty} d(x_n, x, a) = \theta \), for all \( a \in X \).

2. \( \{x_n\} \) is said to be a \( b_2 \)-Cauchy in \( X \) if \( \lim_{m,n \to \infty} d(x_n, x_m, a) = \theta \), for all \( a \in X \).

3. \((X, d)\) is said to be \( b_2 \)-complete if every \( b_2 \)-Cauchy sequence is a \( b_2 \)-convergent in \( X \).

3. Main Results

Lemma 6. Let \((X, d)\) be a \( b_2 \)-complete cone \( b_2 \)-metric space with coefficient \( s \geq 1 \) and \( \mathcal{P} \) be an underlying cone. If \( \{x_n\} \) is any sequence in \( X \), then we have

\[
d(x_{n+1}, x_n, a) \leq \beta d(x_n, x_{n-1}, a) \Rightarrow d(x_{n+1}, x_n, x_t) = \theta, \quad (1)
\]

for all \( a \in X \) and \( m \in \mathbb{N} \cup \{0\} \) where \( \beta \in [0, \frac{1}{s}) \).

Proof. Since \( d(x_{n+1}, x_n, a) \leq \beta d(x_n, x_{n-1}, a) \). By the repeated application of this to \( d(x_{n+1}, x_n, a) \) gives,

\[
d(x_{n+1}, x_n, a) \leq \beta^n d(x_1, x_0, a). \quad (2)
\]

If \( m < n \), then

\[
d(x_{n+1}, x_n, x_m) \leq k d(x_n, x_{n-1}, x_m) \leq \beta d(x_{n-1}, x_{n-2}, x_m) \leq \beta^{n-m} d(x_{m+1}, x_m, x_m) = \theta.
\]

Therefore,

\[
d(x_{n+1}, x_n, x_m) = \theta, \quad (3)
\]

for all \( m \) with \( m < n \).

If \( m > n \) and by using (3) then we get,

\[
d(x_{n+1}, x_n, x_m) \leq s [d(x_{n+1}, x_n, x_{m-1}) + d(x_{n+1}, x_{m-1}, x_m)]
\]
\[ +d(x_{m-1}, x_n, x_m) \]
\[ = sd(x_{n+1}, x_n, x_{m-1}) \]
\[ \leq s^2 [d(x_{n+1}, x_n, x_{m-2}) + d(x_{n+1}, x_{m-2}, x_{m-1}) + d(x_{m-2}, x_n, x_{m-1})] \]
\[ = s^2 d(x_{n+1}, x_n, x_{m-2}) \]
\[ \leq s^3 d(x_{n+1}, x_n, x_{m-3}) \]
\[ \vdots \]
\[ \leq s^{m-n} d(x_{n+1}, x_n, x_n) \]
\[ = \theta. \]

Therefore,

\[ d(x_{n+1}, x_n, x_m) = \theta, \tag{4} \]

for all \( m \) with \( m > n \).

Since the case is obvious with \( m = n \), from (3) and (4) we have,

\[ d(x_{n+1}, x_n, x_m) = \theta, \]

for all \( m \in \mathbb{N} \cup \{0\}. \)

\[ \square \]

**Theorem 7.** Let \((X, d)\) be a \(b_2\)-complete cone \(b_2\)-metric space with coefficient \(s \geq 1\) and \(P\) be the underlying cone. Let \(\{T_i\}_{i=1}^{\infty}\) be family of self-maps on \(X\) satisfying

\[ d(T_i x, T_j y, a) \leq \lambda [d(x, T_i x, a) + d(y, T_j y, a)] + Lu(x, y, a), \tag{5} \]

for all \(i, j = 1, 2, 3\ldots\) and \(x, y, a \in X\) with \(L \geq 0\) and

\[ (\lambda + Ls)(s + 1) < 1, \tag{6} \]

where \(u(x, y, a) \in \{d(x, T_i x, a) + d(y, T_j y, a), d(x, T_i x, a), d(y, T_j y, a)\}\). Then \(\{T_i\}\) has a unique common fixed point in \(X\).

**Proof.** Let \(x_0 \in X\) be arbitrary. Define the sequence \(\{x_n\}\) by \(x_n = T_n(x_{n-1}), n \in \mathbb{N}\).

\[ d(x_n, x_{n+1} a) = d(T_n(x_{n-1}), T_{n+1} x_n, a) \]
\[ \leq \lambda [d(x_{n-1} x_n, a) + d(x_n, x_{n+1}, a)] + Lu(x_{n-1}, x_n, a) \]

where, \(u(x_{n-1}, x, a) \in \{d(x_{n-1} x_n, a) + d(x_n, x_{n+1}, a), d(x_{n-1}, x_{n+1}, a), d(x_n, x_n, a)\}\). Now we consider the three cases of \(u\).
Case(i): If \( u(x_{n-1}, x_n, a) = d(x_{n-1}x_n) + d(x_n, x_{n+1}, a) \), then we get, \[ 1 - (\lambda + L) \leq d(x_n, x_{n+1}, a) \leq \lambda d(x_{n-1}x_n, a) \] for all \( a \in X \).

That is,

\[
d(x_n, x_{n+1}, a) \leq \beta d(x_{n-1}x_n, a),
\]

where, \( \beta_1 = \frac{\lambda + L}{1 - \lambda} \).

Case(ii): If \( u(x_{n-1}, x_n, a) = d(x_{n-1}, x_{n+1}, a) \), then we get,

\[
d(x_n, x_{n+1}, a) \leq \lambda d(x_{n-1}x_n, a) + d(x_n, x_{n+1}, a) + Ld(x_{n-1}, x_{n+1}, a)
\]

for all \( a \in X \). In particular, taking \( a = x_{n-1} \), we get

\[
d(x_n, x_{n+1}, x_{n-1}) \leq \lambda d(x_n, x_{n+1}, x_{n-1})
\]

and since \( \lambda < 1 \), we have

\[
d(x_n, x_{n+1}, x_{n-1}) = \theta.
\]

From (8), using triangle inequality and (5), we get,

\[
d(x_n, x_{n+1}, a) \leq \lambda d(x_{n-1}x_n, a) + d(x_n, x_{n+1}, a) + Ls\{d(x_{n-1}, x_{n+1}, x_n) + d(x_{n-1}, x_n, a) + d(x_n, x_{n+1}, a)\},
\]

which implies that,

\[
[1 - (\lambda + Ls)]d(x_n, x_{n+1}, a) \leq (\lambda + Ls)d(x_{n-1}x_n, a)
\]

\[i.e., \quad d(x_n, x_{n+1}, a) \leq \beta_2 d(x_{n-1}x_n, a),\]

where, \( \beta_2 = \frac{\lambda + Ls}{1 - \lambda} \).

Case(iii): If \( u(x_{n-1}, x_n, a) = d(x_n, x_n, a) \), then we get

\[
(1 - \lambda)d(x_n, x_{n+1}, a) \leq \lambda d(x_{n-1}x_n, a)
\]

\[i.e., \quad d(x_n, x_{n+1}, a) \leq \beta_3 d(x_{n-1}x_n, a),\]

where \( \beta_3 = \frac{\lambda}{1 - \lambda} \).

Write \( \beta = \max\{\beta_1, \beta_2, \beta_3\} \).

Since \( \lambda < \lambda + L < \lambda + Ls < \frac{1}{s+1} < \frac{1}{s} \), we have \( \beta < \frac{1}{s} \).

Now (7), (10) and (11) can be written as

\[
d(x_n, x_{n+1}, a) \leq \beta d(x_{n-1}x_n, a),
\]

where, \( \beta < \frac{1}{s} \).

The repeated application of (12) gives,

\[
d(x_n, x_{n+1}, a) \leq \beta^n d(x_{n-1}x_n, a),
\]

where, \( \beta < \frac{1}{s} \).
where, $\beta < \frac{1}{s}$.

Using Lemma (1), we have

$$d(x_{n+1}, x_n, x_m) = \theta, \quad (14)$$

for all, $m, n = 0, 1, 2, \ldots$

Let $m > n$. Using triangle inequality and (14) we get,

$$d(x_n, x_m, a) \leq s \left[ d(x_n, x_m, x_{n+1}) + d(x_n, x_{n+1}, a) + d(x_{n+1}, x_m, a) \right] = s\beta^n d(x_1, x_0, a) + sd(x_{n+1}, x_m, a) \leq s\beta^n d(x_1, x_0, a) + s^2 d(x_{n+1}, x_{n+2}) + d(x_{n+1}, x_{n+2}, a) + d(x_{n+2}, x_m, a) \leq s\beta^n d(x_1, x_0, a) + s^2 \beta^{n+1} d(x_1, x_0, a) + s^2 d(x_{n+2}, x_m, a)$$

Continuing this process, we get

$$d(x_n, x_m, a) \leq \left( s\beta^n + s^2 \beta^{n+1} + s^3 \beta^{n+2} + \ldots + s^{m-n-2} \beta^{m-3} + s^{m-n-1} \beta^{m-2} \right) d(x_1, x_0, a) + s^{m-n-1} \beta^{m-1} d(x_1, x_0, a) = s\beta^n \left[ 1 + s\beta + s^2 \beta^2 + \ldots + s^{m-n-1} \beta^{m-n-1} \right] d(x_1, x_0, a) \leq s\beta^n \sum_{i=1}^{\infty} (s\beta)^n d(x_1, x_0, a) \leq \frac{s\beta^n}{1 - s\beta} d(x_1, x_0, a).$$

Thus we have

$$d(x_n, x_m, a) \leq \frac{s\beta^n}{1 - s\beta} d(x_1, x_0, a), \quad (15)$$

where $\beta < \frac{1}{s}$.

Let $\theta \ll c$ be given. Choose $\delta > 0$ such that $c + N_\delta(\theta) \subseteq P$ where $N_\delta(\theta) = \{ y \in E : \|y\| < \delta \}$. Also choose a natural number $n_1$ such that $\frac{s\beta^n}{1 - s\beta} d(x_1, x_0, a) \in N_\delta(\theta)$ for all $n \geq n_1$.

Thus we have $d(x_n, x_m, a) \ll c$ for all $n \geq n_1$ which shows that $\{ x_n \}$ is a Cauchy sequence in $X$. By the completeness of $(X, d)$, there is an element $x \in X$ such that $x_n \to x$ as $n \to \infty$.

Now we show that this $x$ is the common fixed point of the family of self-maps $\{ T_i \}$.

Let $n \in \mathbb{N}$ be arbitrary.

$$d(T_n x, x, a) \leq s[ d(T_n x, x, x_n) + d(T_n x, x_n, a) + d(x_n, x, a) ]$$

...
The uniqueness can be proved easily.

Hence \( x \) is arbitrary, we have 

\[
T_n x = x,
\]

Since \( s \lambda < 1 \) we have 

\[
T_n x = x.
\]

Letting \( n \to \infty \) gives 

\[
d(T_n x, x, a) = s \lambda d(x, x, a).
\]

Here also we consider the three cases of \( u \).

**Case(i):** If \( u(x, x_{n-1}, a) = d(x, T_n x, a) + d(x_{n-1}, x, a) \), we have

\[
d(T_n x, x, a) \leq s [d(T_n x, x, x_n) + d(x, x, a)]
\]

\[
+ s \lambda [d(x, T_n x, a) + d(x_{n-1}, x_n, a)] + L s d(x, x, a)
\]

Letting \( n \to \infty \) gives 

\[
d(T_n x, x, a) \leq s \lambda d(T_n x, x, a)
\]

Since \( s \lambda < 1 \) we have 

\[
d(T_n x, x, a) = \theta
\]

for all \( a \in X \). Which implies 

\[
T_n x = x.
\]

Letting \( n \to \infty \) gives 

\[
d(T_n x, x, a) \leq s \lambda d(T_n x, x, a)
\]

**Case(ii):** If \( u(x, x_{n-1}, a) = d(x, x, a) \), we have

\[
d(T_n x, x, a) \leq s [d(T_n x, x, x_n) + d(x, x, a)]
\]

\[
+ s \lambda [d(x, T_n x, a) + d(x_{n-1}, x_n, a)] + L s d(x, x, a)
\]

Letting \( n \to \infty \) gives 

\[
d(T_n x, x, a) \leq s \lambda d(T_n x, x, a)
\]

Since \( s \lambda < 1 \) we have 

\[
d(T_n x, x, a) = \theta
\]

for all \( a \in X \). Which implies 

\[
T_n x = x.
\]

Letting \( n \to \infty \) gives 

\[
d(T_n x, x, a) \leq s \lambda d(T_n x, x, a)
\]

Since \( s \lambda < 1 \) we have 

\[
d(T_n x, x, a) = \theta
\]

for all \( a \in X \). Which implies 

\[
T_n x = x.
\]

Hence \( x \) is the common fixed point of the family of self maps \( \{T_i\}, i \in \mathbb{N} \).

The uniqueness can be proved easily. \( \square \)

**Example 8.** Consider the example 3 which is cone \( b_2 \)-metric space with \( s = 2 \). Define \( T_i : X \to X \) as follows:
$T_i(\alpha, 0) = \left(\frac{\alpha}{i+4}, 0\right)$ and $T_i(0, 2) = (0, 0)$ for all $(\alpha, 0) \in X, i \in \mathbb{N}.$

Choose $\lambda = \frac{1}{4}, L = \frac{1}{25}.$ Clearly $(\lambda + Ls)(s + 1) < 1.$

Considering the contractive condition with $\lambda = \frac{1}{4}, L = \frac{1}{25},$

$$d(T_i(A), T_j(B), C) \preceq [d(A, T_i(A), C) + d(B, T_j(B), C)] + \frac{1}{25}u(A, B, C)$$

we have the following six cases.

(i) $A \in X, B \in X, C \in X$;

(ii) $A \in Y, B \in Y, C \in X$;

(iii) $A \in X, B \in Y, C \in X$;

(iv) $A \in Y, B \in Y, C \in Y$;

(v) $A \in X, B \in X, C \in Y$;

(vi) $A \in X, B \in Y, C \in Y$.

All the cases are trivial, except (v) and (vi) in which case we have

$$d(T_i(\alpha, 0), T_j(\beta, 0), (0, 2)) \preceq \frac{1}{4} \left[ d\left( (\alpha, 0), \left( \frac{\alpha}{i+4}, 0 \right), (0, 2) \right) 
+ d\left( (\beta, 0), \left( \frac{\beta}{j+4}, 0 \right), (0, 2) \right) \right] 
+ \frac{1}{25}u((\alpha, 0), (\beta, 0), (0, 2))$$

Since,

$$\left( \frac{\alpha}{i+4} - \frac{\beta}{j+4} \right)^2 \preceq \frac{1}{4} \left[ \left( \frac{i+3}{i+4} \alpha \right)^2 + \left( \frac{j+3}{j+4} \beta \right)^2 \right] + \frac{1}{25}u((\alpha, 0), (\beta, 0), (0, 2))$$

is always true for all $i, j \in \mathbb{N}$ and $\alpha, \beta \geq 0,$ case (v) is also satisfied. Case (vi) is also true with similar reason. Hence, the family of self-maps $\{T_i\}_{i=1}^{\infty}$ satisfy the contractive condition of the main theorem. Thus, $\{T_i\}_{i=1}^{\infty}$ share a common fixed point which is $(0, 0).$

**Acknowledgments**

The research was supported by Council of Scientific and Industrial Research (CSIR), New Delhi, India.
References


