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1. Introduction

The dynamics of many processes in physics, population dynamics, biology, and medicine may be subject to abrupt changes such as shocks or perturbations...
(see for example [2] and the references therein). These perturbations may be seen as impulses. For instance, in the periodic treatment of some diseases, impulses correspond to the administration of a drug treatment. In environmental sciences, impulses correspond to seasonal changes of the water level in artificial reservoirs. Such phenomena are often modeled by impulsive differential equations and inclusions. Some good discussions and results on impulsive equations can be found in the monographs by Bainov, Lakshmikantham, and Simeonov [3], Djebali, Gorniewicz, and Ouahab [6], Graef, Henderson, and Ouahab [7], and Perestyuk, Plotnikov, Samoilenko, and Skripnik [13] and the references therein. Using fixed point arguments, existence as well as uniqueness results for some classes of impulsive boundary differential equations and dynamic equations were given by Benchohra and Eloe [4], Graef and Ouahab [9], and Nieto [12], among others.

In this paper, we consider the impulsive periodic boundary value problem with a parameter

\[
y'' - \rho^2 y = -f(t, y, \lambda), \ t \in J := [0, 2\pi], \ t \neq t_k, \ k = 1, \ldots, m, \tag{1}
\]

\[
y(t_k^+) - y(t_k^-) = I_k(y(t_k^-)), \ t = 1, \ldots, m, \tag{2}
\]

\[
y'(t_k^+) - y'(t_k^-) = \bar{I}_k(y(t_k^-)), \ t = 1, \ldots, m, \tag{3}
\]

\[
y(0) = y(2\pi), \ y'(0) = y'(2\pi), \tag{4}
\]

where \(\rho \in \mathbb{R}^+ = (0, \infty)\), \(\lambda\) is a real parameter, \(f : J \times \mathbb{R} \times \mathbb{R} \to \mathbb{R}\) is a given function, \(I_k, \bar{I}_k \in C(\mathbb{R}, \mathbb{R}), t_k \in [0, 2\pi]\), \(0 = t_0 < t_1 < \ldots < t_m < t_{m+1} = 2\pi\), and \(y(t_k^+) = \lim_{h \to 0^+} y(t_k + h)\) and \(y(t_k^-) = \lim_{h \to 0^+} y(t_k - h)\) represent the right and left limits of \(y(t)\) at \(t = t_k\).

One aim of this paper is to give an impulsive version of the results obtained on the problem (1), (4) considered by Graef et al. [8]. Our approach here is based on fixed point theory.

2. Preliminaries

In this section, we introduce notations, definitions, and preliminary facts that are used throughout the remainder of this paper. We let \(C([0, 2\pi], \mathbb{R})\) be the Banach space of all continuous functions from \([0, 2\pi]\) into \(\mathbb{R}\) with the norm

\[
\|x\|_\infty = \sup\{|x(t)| : 0 \leq t \leq 2\pi\},
\]
and $L^1([0, 2\pi], \mathbb{R})$ be the Banach space of all measurable functions $x : [0, 2\pi] \to \mathbb{R}$ that are Bochner integrable with the norm

$$
\|x\|_{L^1} = \int_0^{2\pi} |x(t)|dt.
$$

Finally, $AC^i([0, 2\pi], \mathbb{R})$ will denote the space of $i$-times differentiable functions $y : (0, 2\pi) \to \mathbb{R}$ whose $i^{th}$ derivative, $y^i$, is absolutely continuous.

We define

$$
PC(J, \mathbb{R}) = \{y : J \to \mathbb{R} \mid y(t) \text{ is continuous everywhere except at } t_k \text{ where } y(t_k^-) \text{ and } y(t_k^+) \text{ exist and } y(t_k^-) = y(t_k), \ k = 1, 2, \ldots, m\}.
$$

Clearly, $PC(J, \mathbb{R})$ is a Banach space with the norm

$$
\|y\|_{PC} = \sup\{|y(t)| : t \in J\}, \ y \in PC.
$$

**Definition 2.1.** The map $f : J \times \mathbb{R} \times \mathbb{R} \to \mathbb{R}$ is said to be $L^1$-Carathéodory if

(i) $t \to f(t, u, v)$ is measurable for each $u, v \in \mathbb{R}$;

(ii) $(u, v) \to f(t, u, v)$ is continuous for almost all $t \in J$;

(iii) For each $q > 0$, there exists $h_q \in L^1(J, \mathbb{R}^+)$ such that

$$
|f(t, u, \cdot)| \leq h_q(t) \text{ for all } |u| \leq q \text{ and for almost all } t \in J.
$$

### 3. An Existence and Uniqueness Result

In this section, we use Banach’s fixed point theorem to prove an existence and uniqueness result for problem (1)–(4). We begin by giving the definition of a solution to this problem.

**Definition 3.1.** A function $y \in PC(J, \mathbb{R}) \cap AC^1((t_k, t_{k+1}), \mathbb{R}), \ k = 0, \ldots, m$, is said to be a solution of problem (1)–(4) if $y$ satisfies equation (1) a.e. on $J$ and as well as conditions (2)–(4).

We will need the following auxiliary result.
Lemma 3.2. The function $y \in PC(J, \mathbb{R}) \cap AC^1((t_k, t_{k+1}), k = 0, \ldots, m$, is a solution of problem (1)–(4), if and only if $y$ is a solution of the impulsive integral equation

$$y(t) = \int_0^{2\pi} G(t, s) f(t, y(s), \lambda) ds - \sum_{k=1}^{m} \left[ G(t, t_k) I_k(y(t_k)) + L(t, t_k) \bar{I}_k(y(t_k)) \right],$$

$t \in J,$ (6)

where

$$G(t, s) = \frac{1}{2\rho(e^{2\rho \pi} - 1)} \left\{ \begin{array}{ll} e^{\rho(t-s)} + e^{\rho(2\pi-t+s)}, & 0 \leq s \leq t \leq 2\pi, \\ e^{\rho(s-t)} + e^{\rho(2\pi-s+t)}, & 0 \leq t \leq s \leq 2\pi, \end{array} \right.$$ \hspace{1cm} (7)

and

$$L(t, s) = \frac{\partial}{\partial t} G(t, s) = \frac{1}{2(e^{2\rho \pi} - 1)} \left\{ \begin{array}{ll} e^{\rho(2\pi-t+s)} - e^{\rho(t-s)}, & 0 \leq s < t \leq 2\pi, \\ e^{\rho(s-t)} - e^{\rho(2\pi-s+t)}, & 0 \leq t < s \leq 2\pi. \end{array} \right.$$ \hspace{1cm} (8)

Proof. The proof is similar to one in [9] and the details will be omitted. $\square$

We now give conditions that will be needed in our main theorem in this section.

(H1) There exists a constant $d \geq 0$ such that

$$|f(t, y, \lambda) - f(t, \bar{y}, \lambda)| \leq d|y - \bar{y}|$$

for each $t \in J$ and all $y, \bar{y}, \lambda \in \mathbb{R}$.

(H2) There exist constants $c_k \geq 0$ such that

$$|I_k(y) - I_k(\bar{y})| \leq c_k|y - \bar{y}|, \hspace{1cm} k = 1, \ldots, m,$$

for all $y, \bar{y} \in \mathbb{R}$.

(H3) There exist constants $\bar{c}_k \geq 0$ such that

$$|\bar{I}_k(y) - \bar{I}_k(\bar{y})| \leq \bar{c}_k|y - \bar{y}|, \hspace{1cm} k = 1, \ldots, m,$$

for all $y, \bar{y} \in \mathbb{R}$.

Theorem 3.3. Assume that conditions (H1)–(H3) are satisfied and

$$2\pi d \sup_{(t, s) \in J \times J} |G(t, s)| + \sum_{k=1}^{m} \left( c_k \sup_{t \in J} |G(t, t_k)| + \bar{c}_k \sup_{t \in J} |L(t, t_k)| \right) < 1.$$ \hspace{1cm} (9)

Then the problem (1)–(4) has a unique solution on $J$. 
Proof. We transform the problem (1)–(4) into a fixed point problem. Consider the operator $N : PC(J, \mathbb{R}) \rightarrow PC(J, \mathbb{R})$ defined by

$$N(y)(t) = \int_0^{2\pi} G(t, s)f(t, y(s), \lambda)ds - \sum_{k=1}^m \left[G(t, t_k)I_k(y(t_k)) + L(t, t_k)\bar{I}_k(y(t_k))\right],$$

where $t \in J$. (10)

As we saw in Lemma 3.2, the fixed points of $N$ are solutions to (1)–(4). We will show that $N$ is a contraction, so let $y, \bar{y} \in PC(J, \mathbb{R})$. Then, for $t \in J$ and $\lambda \in \mathbb{R}$, we have

$$|N(y)(t) - N(\bar{y})(t)| \leq 2\pi d \sup_{(t, s) \in J \times J} |G(t, s)||y - \bar{y}|_{PC}$$

$$+ \sum_{k=1}^m \left[c_k \sup_{t \in J} |G(t, t_k)| + \bar{c}_k \sup_{t \in J} |L(t, t_k)|\right] |y - \bar{y}|_{PC}$$

$$\leq \left[2\pi d \sup_{(t, s) \in J \times J} |G(t, s)|ight]$$

$$+ \sum_{k=1}^m \left(c_k \sup_{t \in J} |G(t, t_k)| + \bar{c}_k \sup_{t \in J} |L(t, t_k)|\right) |y - \bar{y}|_{PC}.$$ 

Thus,

$$\|N(y) - N(\bar{y})\|_{PC} \leq \theta \|y - \bar{y}\|_{PC},$$

where

$$\theta = \left[2\pi d \sup_{(t, s) \in J \times J} |G(t, s)| + \sum_{k=1}^m \left(c_k \sup_{t \in J} |G(t, t_k)| + \bar{c}_k \sup_{t \in J} |L(t, t_k)|\right)\right].$$

Since $\theta < 1$, $N$ is a contraction. By the Banach fixed point theorem [5], $N$ has a unique fixed point in $PC(J, \mathbb{R})$, and so the problem (1)–(4) has a unique solution on $[0, 2\pi]$. \qed 

4. Existence and Compactness of the Solution Set

In this section, we give conditions under which the problem (1)–(4) has a solution and the set of solutions to the problem form a compact set.

Theorem 4.1. Assume that the following conditions hold:
\((H_4)\) \(f : J \times \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}\) is an Carathéodory function and \(I_k, \bar{I}_k \in C(\mathbb{R}, \mathbb{R});\)

\((H_5)\) There exists \(p \in L^1(J, \mathbb{R}^+)\) and a constant \(\alpha \in [0, 1)\) such that
\[
|f(t, y, \lambda)| \leq p(t)|y|^{\alpha}, \text{ for each } y, \lambda \in \mathbb{R} \text{ and } t \in J;
\]

\((H_6)\) There exist constants \(d_k > 0\) and \(\alpha_k \in [0, 1)\) such that
\[
|I_k(y)| \leq d_k|y|^{\alpha_k} \text{ for each } y \in \mathbb{R}, k = 1, \ldots, m;
\]

\((H_7)\) There exist constants \(\bar{d}_k > 0\) and \(\bar{\alpha}_k \in [0, 1)\) such that
\[
|\bar{I}_k(y)| \leq \bar{d}_k|y|^{\bar{\alpha}_k} \text{ for each } y \in \mathbb{R}, k = 1, \ldots, m;
\]

Then the problem \((1)-(4)\) has at least one solution and the solution set
\[
S = \{y \in PC(J, \mathbb{R}) : y \text{ is a solution of } (1)-(4)\}
\]
is compact.

**Proof.** We again transform the problem \((1)-(4)\) into a fixed point problem. Consider the operator \(N\) defined in the proof of Theorem 3.3. In order to apply Schaefer’s fixed point theorem [1], we first show that \(N\) is completely continuous. The proof of this fact will be given in three steps.

**Step 1:** \(N\) maps bounded sets into bounded sets in \(PC(J, \mathbb{R})\).

It suffices to show that for any \(q > 0\) there exists a positive constant \(\ell\) such that, for each \(y \in B_q = \{u \in PC(J, \mathbb{R}) : \|u\|_{PC} \leq q\}\), we have \(\|N(y)\|_{PC} \leq \ell\). For each \(t \in [0, b]\), we have
\[
\|N(y)(t)\| \leq \sup_{(t,s) \in J \times J} |G(t,s)|q^{\alpha} \int_0^{2\pi} p(s)ds + \sum_{k=1}^{m} \sup_{t \in J} |G(t,t_k)|d_kq^{\alpha_k}
\]
\[
+ \sum_{k=1}^{m} \sup_{t \in J} |L(t,t_k)|\bar{d}_kq^{\bar{\alpha}_k}.
\]

Thus,
\[
\|N(y)\|_{PC} \leq \sup_{(t,s) \in J \times J} |G(t,s)|q^{\alpha} \|p\|_{L^1} + \sum_{k=1}^{m} \sup_{t \in J} |G(t,t_k)|d_kq^{\alpha_k}
\]
\[
+ \sum_{k=1}^{m} \sup_{t \in J} |L(t,t_k)|\bar{d}_kq^{\bar{\alpha}_k} := \ell
\]
as desired.

**Step 2:** $N$ maps bounded sets into equicontinuous sets in $PC(J, \mathbb{R})$.

Let $0 < \tau_1, \tau_2 \in J$, $\tau_1 < \tau_2$, and let $B_q$ be a bounded set in $PC(J, \mathbb{R})$ as in Step 1. If $y \in B_q$, then for each $t \in J$, we have

$$|N(y)(\tau_2) - N(y)(\tau_1)| \leq q^{\alpha} \int_{0}^{\tau_1} \left[ |G(\tau_2, s) - G(\tau_1, s)| \right] p(s)ds$$

$$+ q^{\alpha} \int_{\tau_1}^{\tau_2} |G(\tau_2, s)| p(s)ds$$

$$+ \sum_{\tau_1 < t < \tau_2} |G(\tau_2, t_k) - G(\tau_1, t_k)| d_k q^{\alpha_k}$$

$$+ \sum_{\tau_1 < t < \tau_2} |L(\tau_2, t_k) - L(\tau_1, t_k)| \tilde{d}_k q^{\alpha_k}. $$

Since the right hand side tends to zero as $\tau_2 - \tau_1 \rightarrow 0$, we have the equicontinuity in case $t \neq t_i$, $i = 1, \ldots, m + 1$. It remains to examine the equicontinuity at $t = t_i$.

First we prove equicontinuity at $t = t_i^-$. Fix $\delta_1 > 0$ such that $\{t_k : k \neq i\} \cap [t_i - \delta_1, t_i + \delta_1] = \emptyset$. For $0 < h < \delta_1$, we have

$$|N(y)(t_i) - N(y)(t_i - h)| \leq q^{\alpha} \int_{0}^{t_i - h} \left[ |G(t_i, s) - G(t_i - h, s)| \right] p(s)ds$$

$$+ q^{\alpha} \int_{t_i - h}^{t_i} |G(t_i, s)| p(s)ds$$

$$+ \sum_{k=1}^{i-1} |G(t_i, t_k) - G(t_i - h, t_k)| d_k q^{\alpha_k}$$

$$+ \sum_{k=1}^{i-1} |L(t_i, t_k) - L(t_i - h, t_k)| \tilde{d}_k q^{\alpha_k},$$

and we see that the right-hand side tends to zero as $h \rightarrow 0$.

To prove equicontinuity at $t = t_i^+$, fix $\delta_2 > 0$ such that $\{t_k : k \neq i\} \cap [t_i - \delta_2, t_i + \delta_2] = \emptyset$. For $0 < h < \delta_2$, we have

$$|N(y)(t_i + h) - N(y)(t_i)| \leq q^{\alpha} \int_{0}^{t_i} \left[ |G(t_i + h, s) - G(t_i, s)| \right] p(s)ds$$

$$+ q^{\alpha} \int_{t_i}^{t_i + h} |G(t_i + h, s)| p(s)ds$$
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\[ + \sum_{0 < t_k \leq t_i} |G(t_i + h, t_k) - G(t_i, t_k)| d_k q^{\alpha_k} \]

\[ + \sum_{t_i < t \leq t_i + h} |G(t_i + h, t_k)| d_k q^{\alpha_k} \]

\[ + \sum_{0 < t_k \leq t_i} |L(t_i + h, t_k) - L(t_i, t_k)| \bar{d}_k q^{\bar{\alpha}_k} \]

\[ + \sum_{t_i < t \leq t_i + h} |L(t_i + h, t_k)| \bar{d}_k q^{\bar{\alpha}_k} \]

and again the right-hand side tends to zero as \( h \to 0 \).

**Step 3:** \( N \) is continuous.

Let \( \{y_n\} \) be a sequence such that \( y_n \to y \) in \( PC(J, \mathbb{R}) \). Then there is an integer \( q \) such that \( |y_n| \leq q \) for all \( n \in \mathbb{N} \) and \( |y| \leq q \). Hence, \( y_n \in B_q \) and \( y \in B_q \). By the Lebesgue dominated convergence theorem,

\[
|N(y_n)(t) - N(y)(t)| \leq \sup_{(t,s) \in J \times J} |G(t,s)| \int_0^{2\pi} |f(t, y_n(s), \lambda) - f(t, y(s), \lambda)| ds \\
+ \sum_{k=1}^m c_k \sup_{t \in J} |G(t,t_k)||I_k(y_n(t_k)) - I_k(y(t_k))| \\
+ \sum_{k=1}^m \bar{c}_k \sup_{t \in J} |L(t,t_k)||\bar{I}_k(y_n(t_k)) - \bar{I}_k(y(t_k))| \to 0
\]

as \( n \to \infty \). Thus, \( N \) is continuous.

As a consequence of Steps 1 to 3 and the Arzelà-Ascoli theorem, we conclude that \( N : PC(J, \mathbb{R}) \to PC(J, \mathbb{R}) \) is a completely continuous operator.

Next, we show that the set

\[
\Gamma(N) = \{ y \in PC(J, \mathbb{R}) : y = \tilde{\lambda} N(y) \text{ for some } 0 < \tilde{\lambda} < 1 \}
\]

is bounded. Let \( y \in \Gamma(N) \); then \( y = \tilde{\lambda} N(y) \) for some \( 0 < \tilde{\lambda} < 1 \), Thus, for each \( t \in J \),

\[
|y(t)| \leq \int_0^{2\pi} \sup_{(t,s) \in J \times J} |G(t,s)||p(s)|y(s)|^\alpha ds + \sum_{k=1}^m \sup_{t \in J} |G(t,t_k)| d_k |y(t_k)|^{\alpha_k} \\
+ \sum_{k=1}^m \sup_{t \in J} |L(t,t_k)| \bar{d}_k |y(t_k)|^{\bar{\alpha}_k},
\]
and so

\[
\|y\|_{PC} \leq \sup_{(t,s) \in J \times J} |G(t,s)||p||_{L^1} \|y\|_{PC}^\beta + \sum_{k=1}^{m} \sup_{t \in J} |G(t,t_k)|d_k \|y\|_{PC}^\beta \\
+ \sum_{k=1}^{m} \sup_{t \in J} |L(t,t_k)|\bar{d}_k \|y\|_{PC}^\beta,
\]

where \( \beta = \max\{\alpha, \alpha_k, \bar{\alpha}_k\}, \ k = 1, \ldots, m \). If \( \|y\|_{PC} > 1 \), then we have

\[
\|y\|_{PC}^{1-\beta} \leq \sup_{(t,s) \in J \times J} |G(t,s)||p||_{L^1} + \sum_{k=1}^{m} \sup_{t \in J} |G(t,t_k)|d_k + \sum_{k=1}^{m} \sup_{t \in J} |L(t,t_k)|\bar{d}_k,
\]

and we obtain

\[
\|y\|_{PC} \leq \left( \sup_{(t,s) \in J \times J} |G(t,s)||p||_{L^1} + \sum_{k=1}^{m} \sup_{t \in J} |G(t,t_k)|d_k \\
+ \sum_{k=1}^{m} \sup_{t \in J} |L(t,t_k)|\bar{d}_k \right)^{\frac{1}{1-\beta}} := \psi_*.
\]

Therefore,

\[
\|y\|_{PC} \leq \max\{1, \psi_*\} := \bar{d},
\]

so \( \Gamma(N) \) is bounded. By Schaefer’s fixed point theorem, \( N \) has a fixed point which in turn is a solution of the problem (1)–(4).

Finally, we will show that the set

\[
S = \{y \in PC(J, \mathbb{R}) : y \text{ is a solution of (1)–(4)}\}
\]

is compact. Let \((y_n)_{n \in \mathbb{N}}\) be a sequence in \( S \) and set \( B = \{y_n : n \in \mathbb{N}\} \subseteq PC(J, \mathbb{R}) \). From earlier parts of the proof of this theorem, we see that \( B \) is bounded and equicontinuous. Then, from the Ascoli-Arzelà theorem, we can conclude that \( B \) is compact. Hence, \((y_n)_{n \in \mathbb{N}}\) has a subsequence \((y_{n_m})_{m \in \mathbb{N}} \subseteq S\) that converges to some \( y \). Let

\[
z_0(t) = \int_{0}^{2\pi} G(t,s)f(t,y(s),\lambda)ds + \sum_{k=1}^{m} G(t,t_k)I_k(y(t_k)) + \sum_{k=1}^{m} L(t,t_k)\bar{I}_k(y(t_k)).
\]

Then,

\[
|y_{n_m} - z_0(t)| \leq \int_{0}^{2\pi} |G(t,s)||f(t,y_{n_m}(s),\lambda) - f(t,y(s),\lambda)||ds
\]
As $n_m \to \infty$, $y_{n_m} \to z_0(t)$, and so

$$y(t) = \int_0^{2\pi} G(t,s)f(t,y(s),\lambda) ds + \sum_{k=1}^{m} G(t,t_k)I_k(y(t_k)) + \sum_{k=1}^{m} L(t,t_k)\bar{I}_k(y(t_k)).$$

Hence, $y \in S$ and so $S$ is compact.

5. Dependence on the Parameter

In addition to determining additional conditions for the existence of positive solutions, in this section we also wish to examine their dependence on the parameter $\lambda$ (see Theorem 5.5 below). Difficulties arise in this analysis due to the fact that, although the Green’s function $G(t,s)$ is positive, $L(t,s) = \frac{\partial}{\partial t} G(t,s)$ does not have fixed sign and is not continuous at $t = s$. Hence, in this section we consider a special case of problem (1)–(4), namely,

$$y'' - \rho^2 y = -\lambda g(t)h(y), \quad t \in J := [0,2\pi], \quad t \neq t_k, \quad k = 1, \ldots, m, \quad (11)$$

$$y(t_k^+) - y(t_k^-) = I_k(y(t_k^-)), \quad t = 1, \ldots, m, \quad (12)$$

$$y(0) = y(2\pi), \quad y'(0) = y'(2\pi), \quad (13)$$

where $g : J \to \mathbb{R}$ and $h : \mathbb{R} \to \mathbb{R}$ are continuous functions.

We begin with a lemma that ensures the existence of a unique positive solution to our problem.

**Lemma 5.1.** In addition to conditions $(H_1)$–$(H_3)$ and (9) assume that:

$(H_8) \quad g(t) \geq 0$ for $t \in J$ and $h(y) \geq 0$ for $y \in \mathbb{R}$.

$(H_9) \quad I_k(y) \leq 0$, for each $y \in \mathbb{R}$ and $k = 1, \ldots, m$.

Then the problem (11)–(13) has a unique positive solution on $J$. 
Proof. We transform problem (11)–(13) into a fixed point problem by considering the operator \( N : PC(J, \mathbb{R}) \to PC(J, \mathbb{R}) \) defined by

\[
N(y)(t) = \lambda \int_0^{2\pi} G(t, s)g(s)h(y(s))ds - \sum_{k=1}^{m} [G(t, t_k)I_k(y(t_k))], \quad t \in J. \tag{14}
\]

To show that the fixed points of \( N \) are positive solutions to (11)–(13), let \( y \in PC(J, \mathbb{R}) \) be a fixed point of \( N \). It is clear that

\[
y(t) = \lambda \int_0^{2\pi} G(t, s)g(s)h(y(s))ds - \sum_{k=1}^{m} [G(t, t_k)I_k(y(t_k))], \quad t \in J, \tag{15}
\]

(see (6)) which implies that \( y \) is a solution of (1)–(4).

If \( y \) is a fixed point of \( N \), then \((H_8)\)–\((H_9)\) imply that \( y(t) \geq 0 \) for each \( t \in J \).

As in the proof of Theorem 3.3, we can show that \( N \) is contraction. So by Banach’s fixed point theorem \([5]\), \( N \) has a unique fixed point \( y \) that is a positive solution of (11)–(13).

\[ \square \]

**Definition 5.2.** Let \((E, \|\cdot\|)\) be a real Banach space. A nonempty, closed, convex set \( C \subset E \) is said to be a cone provided the following conditions are satisfied:

(a) if \( y \in C \) and \( \lambda \geq 0 \), then \( \lambda y \in C \);

(b) if \( y \in C \) and \(-y \in C \), then \( y = 0 \).

We say that \( C \) is a solid cone if \( C^\circ \) is not empty, where \( C^\circ \) is the interior of \( C \).

Every cone \( C \subset E \) induces a partial ordering, “\( \leq \)” on \( E \) defined by

\[
x \leq y \quad \text{if and only if} \quad y - x \in C.
\]

**Definition 5.3.** Let \( C \) be a solid cone in a real Banach space \( E \) and let \( N : C^\circ \to C^\circ \) be an operator. We say that \( N \) is an \( \alpha \)-concave operator (\( \alpha \)-convex operator) if there exists \( 0 \leq \alpha < 1 \) such that

\[
N(tx) \geq t^\alpha Nx \quad (N(tx) \geq t^{-\alpha} Nx) \quad \text{for any} \quad x \in C^\circ \text{ and } 0 < t < 1.
\]

**Lemma 5.4.** ([10]) Let \( N \) be a normal solid cone in a real Banach space, \( N : C^\circ \to C^\circ \) be an \( \alpha \)-concave increasing (or \( \alpha \)-convex decreasing) operator. Then \( N \) has only one fixed point in \( C^\circ \).

**Theorem 5.5.** In addition to conditions \((H_8)\)–\((H_9)\), assume that the following conditions are satisfied:
(i) \( h \) is nondecreasing;
(ii) \( I_k, k = 1, \ldots, m, \) are decreasing functions;
(iii) \( h(\eta u) \geq \eta^\alpha h(u) \) and \( I_k(\eta u) \leq \eta^\alpha I_k(u) \) for any \( 0 < \eta < 1, \) where \( 0 \leq \alpha < 1. \)

Then the problem (11)–(13) has a unique positive solution \( y_\lambda(t). \) Furthermore, such a solution \( y_\lambda(t) \) satisfies the following properties:

(j) \( y_\lambda(t) \) is increasing in \( \lambda, \) i.e., \( \lambda_1 > \lambda_2 > 0 \) implies \( y_{\lambda_1}(t) > y_{\lambda_2}(t) \) for \( t \in J; \)

(jj) \( \lim_{\lambda \to 0^+} \| y_\lambda(t) \| = 0 \) and \( \lim_{\lambda \to +\infty} \| y_\lambda(t) \| = +\infty \) for any \( t \in J; \)

(jjj) \( y_\lambda(t) \) is continuous with respect to \( \lambda, \) i.e., if \( \lambda \to \lambda_0 > 0, \) then \( \| y_\lambda(t) - y_{\lambda_0}(t) \| \to 0 \) for any \( t \in J. \)

Proof. Let \( C = \{ y \in PC(J, \mathbb{R}) : y(t) \geq 0 \text{ for } t \in J \} \) be our cone in \( PC(J, \mathbb{R}). \) Then \((H_8)\) and \((H_9)\) imply that \( N(C) \subset C, \) and it is easy to see that \( N : C^\circ \to C^\circ. \) We assert that \( N : C^\circ \to C^\circ \) is an \( \alpha\)-concave increasing operator. Indeed

\[
N(\eta y) = \lambda \int_0^{2\pi} G(t,s)g(s)h(\eta y(s))ds - \sum_{k=1}^{m} [G(t, t_k)I_k(\eta y(t_k))]
\geq \eta^\alpha \left( \lambda \int_0^{2\pi} G(t,s)g(s)h(y(s))ds - \sum_{k=1}^{m} [G(t, t_k)I_k(y(t_k))] \right)
\geq \eta^\alpha N(y) \quad \text{for any } 0 < \eta < 1,
\]

where \( 0 \leq \alpha < 1. \) By (i) and (ii),

\[
N(y_*)(t) = \lambda \int_0^{2\pi} G(t,s)g(s)h(y_*(s))ds - \sum_{k=1}^{m} [G(t, t_k)I_k(y_*(t_k))]
\leq \lambda \int_0^{2\pi} G(t,s)g(s)h(y_{**}(s))ds - \sum_{k=1}^{m} [G(t, t_k)I_k(y_{**}(t_k))]
= N(y_{**})(t) \quad \text{for } y_*, y_{**} \in C \text{ with } y_* \leq y_{**}.
\]

In view of Lemma 5.4, \( N \) has a unique fixed point \( y_\lambda \in C^\circ. \) Using exactly the same argument as in the second part of the proof of [10, Theorem 6], we can show that (j), (jj), and (jjj) hold, and we omit the details. This completes the proof of the theorem. \( \square \)
**Theorem 5.6.** Assume that conditions \((H_4)-(H_6)\) and \((H_8)-(H_9)\) hold. Then the problem (11)–(13) has at least one positive solution on \(J\).

**Proof.** First we transform problem (11)–(13) into a fixed point problem using the operator \(N\) defined in (14). As in the proof of Lemma 5.1, we can show that the fixed points of \(N\) are positive solutions of (1)–(4). As in the proof of Theorem 4.1, we can use Schaefer’s fixed point theorem [1] to show that \(N\) does in fact have a fixed point. This proves the theorem.

Next, we obtain two solutions of problem (1)–(4) using Krasnosel’skii’s twin fixed point theorem [11]. This will employ the use of an appropriate cone.

**Theorem 5.7.** In addition to \((H_4)-(H_6)\) and \((H_8)-(H_9)\), assume that:

\((H_{10})\) There exist \(R > 0\) and \(r > 0\), with \(r < R\), such that

\[
\lambda \sup_{(t,s) \in J \times J} |G(t,s)||g||_\infty h^*(r) + \sum_{k=1}^{m} \sup_{t \in J} |G(t,t_k)| d_k r^\alpha_k < r,
\]

where \(h^*(r) = \sup_{u \in (0, r]} |h(u)|\), and

\[
\min_{t \in [0, 2\pi]} \left( \lambda \int_{0}^{2\pi} G(t,s)g(s)h(u(s))ds - \sum_{k=1}^{m} G(t,t_k)I_k(w(t_k)) \right) > R \text{ if } w > r.
\]

Then the problem (11)–(13) has at least has at least two positive solutions \(y_1\) and \(y_2\) such that \(\|y_1\| < r\) and \(r < \|y_2\| \leq R\).

**Proof.** Let \(C\) be the cone defined in (16). Then \((H_8)-(H_9)\) imply that \(N(C) \subset C\). For any \(R > 0\), let

\[C_R = \{ y \in C : \|y\| < R \} .\]

Using \((H_4)-(H_6)\), we can show that \(N : C_R \to C\) is a completely continuous operator.

Now it remains to show that the hypotheses of Krasnosel’skii’s twin fixed point theorem [11] are satisfied.

**Claim 1:** \(\|N(y)\|_C < \|y\|_C\) for all \(y \in \partial C_r\), where \(C_r = \{ y \in C : \|y\| < r \}\).

Now for \(y \in \partial C_r\), we have \(\|y\|_C = r\), and from \((H_6)\) and \((H_{10})\),

\[
|N(y)(t)| \leq \lambda \int_{0}^{2\pi} |G(t,s)||g(s)h(u(s))|ds + \sum_{k=1}^{m} |G(t,t_k)||I_k(y(t_k))|
\]
\[ \leq \lambda \sup_{(t,s) \in J \times J} |G(t,s)| \|g\|_{\infty} h^*(r) + \sum_{k=1}^{m} \sup_{t \in J} |G(t,t_k)| d_k r^{\alpha_k} \]
\[ < r = \|y\|_{PC}. \]

Hence,
\[ \|N(y)\|_{PC} < \|y\|_{PC} \text{ for each } y \in \partial C_r. \]

**Claim 2:** \[ \|N(y)\|_{PC} > \|y\|_{PC} \text{ for all } y \in \partial C_R. \]

For \( y \in \partial C_R \), we have \( \|y\|_{PC} = R \), so \( r < \|y\|_{PC} = R \), and for \( w > r \), from (H10) we have
\[
N(y)(t) \geq \min_{t \in [0,2\pi]} \left( \lambda \int_{0}^{2\pi} G(t,s)g(s)h(w(s))ds - \sum_{k=1}^{m} G(t,t_k)I_k(w(t_k)) \right) > R = \|y\|_{PC}.
\]

Therefore,
\[ \|N(y)\|_{PC} > \|y\|_{PC} \text{ for each } y \in \partial C_R. \]

Thus, the problem (11)–(13) has at least has at least two positive solutions \( y_1, y_2 \) such that \( \|y_1\| < r \) and \( r < \|y_2\| \leq R \). \( \square \)
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