A NOTE ABOUT STABILITY OF FRACTIONAL RETARDED LINEAR SYSTEMS WITH DISTRIBUTED DELAYS
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Abstract: The main goal of this paper is to establish computational sufficient conditions for global asymptotic stability for a class of retarded linear fractional differential systems with distributed delays.

In the work are considered both cases - when the derivatives in the system are in Riemann-Liouville or Caputo type.
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1. Introduction

It is well known that the fractional calculus is a subject that has gained considerably popularity and importance in the past few decades in diverse fields of science and engineering. A good overview in this direction can be received from the monographs [5], [6], [10] and [4]. As far as we know the first overview of
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the results concerning the stability analysis of fractional differential equations is the survey [7]. For linear fractional system with single order derivatives and constant delays we point out the works [3] and [15]. The case of distributed delays for retarded type fractional system of is studied in [11], [14] and for neutral systems in [13] and [12]. Some stability results for fractional system with distributed order derivatives and constant delays are given in [9] and the case of distributed delays is considered in [1]. The works [11] and [13] are our first motivation to extend and improve some of the obtained there explicit type sufficient conditions for asymptotical stability of the zero solution of this systems.

The main goal of this work is to establish sufficient explicit conditions for globally asymptotic stability of linear fractional differential system with distributed delays. Under some natural additional conditions we replace part of the complicated for practical checking conditions with significantly simple task - to study the distribution of the eigenvalues of a so called ”associated characteristic matrix”.

The paper is organized as follows: In Section 2, we recall some needed definitions about Riemann-Liouville and Caputo fractional derivatives as well as some results about the matrix measure (named also Lozinskii measure [8] or logarithmic norm [2]) for square complex matrices. Section 3 is devoted to the statement of the Cauchy problem for linear incommensurate fractional differential system with distributed delays in the cases of Riemann-Liouville and Caputo derivatives. In addition we prove a technical lemma which we will use in the next section. In Section 4 using the matrix measure technique we establish some explicit type sufficient conditions for global asymptotical stability of the considered fractional differential system with distributed delays.

2. Preliminaries

As preliminaries we recall the definitions of Riemann-Liouville and Caputo fractional derivatives (left and right side) as well as some results about the logarithmic norm (named also matrix measure or Lozinskii measure) for square complex matrices.

We will use following notations: \( \mathbb{R}_+ = (0, \infty); \mathbb{R}_+^\ast = [0, \infty); \mathbb{C}_+ = \{p \in \mathbb{C}|\text{Re} \ p > 0\}; \mathbb{C}_+^\ast = \{p \in \mathbb{C}|\text{Re} \ p \geq 0\}; \mathbb{C}_- = \mathbb{C} \setminus \mathbb{C}_+; \mathbb{N}_0 = \mathbb{N} \cup \{0\}; \mathbb{N}_\infty = \mathbb{N} \cup \{\infty\} \) and \( \langle n \rangle = \{1, 2, \ldots, n\} \). With \( L_1^{loc}(\mathbb{R}, \mathbb{R}) \) we denote the linear space of all locally Lebesgue integrable functions \( f : \mathbb{R} \to \mathbb{R} \).

For each \( a \in \mathbb{R} \) and \( f \in L_1^{loc}(\mathbb{R}, \mathbb{R}) \) the left and right side Riemann-Liouville
fractional derivative for \( \alpha \in (0, 1) \) are defined by

\[
RL D^\alpha_{a+} f(t) = \frac{1}{\Gamma(1 - \alpha)} \frac{d}{dt} \int_a^t (t - s)^{-\alpha} f(s) ds, t > a
\]

\[
RL D^\alpha_{a-} f(t) = -\frac{1}{\Gamma(1 - \alpha)} \frac{d}{dt} \int_t^a (s - t)^{-\alpha} f(s) ds, t < a.
\]

The Caputo fractional left and right side derivative are defined for \( \alpha \in (0, 1) \) by the equalities

\[
CD^\alpha_{a+} f(t) = RL D^\alpha_{a+} [f(s) - f(a)](t), t > a
\]

\[
CD^\alpha_{a-} f(t) = RL D^\alpha_{a-} [f(s) - f(a)](t), t < a.
\]

Let \( C = \{c^j_k\}_{k,j=1}^{n,n} \in \mathbb{C}^{n \times n} \) and denote with \( Sp(C) \) the spectrum of \( C \). As usual \( \|z\|_p = \left( \sum_{i=1}^{n} |z_i|^p \right)^{\frac{1}{p}} \), \( \|z\|_\infty = \max_{1 \leq k \leq n} \{|z_k|\} \) and \( \|C\|_p = \max_{\|z\|_p=1} \|Cz\|_p, z \in \mathbb{C}^n, p \in \mathbb{N}_\infty \).

**Definition 1.** ([8], [2]) The function \( \mu_p : \mathbb{C}^{n \times n} \to \mathbb{R}, p \in \mathbb{N}_\infty \) defined with the equality \( \mu_p(C) = \lim_{\varepsilon \to +0} \varepsilon^{-1}(\|I + \varepsilon C\|_p - 1) \), where \( C \in \mathbb{C}^{n \times n}, I \in \mathbb{C}^{n \times n} \) is the unit matrix, \( \varepsilon \in \mathbb{R}_+ \) is called matrix measure (named also Lozinskii measure or logarithmic norm).

For a good overview over the properties of the matrix measure we refer to [8], [2]. For our considerations below we recall that \( \mu_\infty(C) = \sup_{1 \leq k \leq n} \{ Re c_k \} + \sum_{j=1, j \neq k}^{n} |c^j_k| \) and \( \mu_p(C) \geq Re \lambda \geq -\mu_p(-C) \) for each \( \lambda \in Sp(A) \).

Obviously from the last inequalities it follows that all eigenvalues of any matrix \( C = \{c^j_k\}_{k,j=1}^{n,n} \in \mathbb{C}^{n \times n} \) with \( \mu_p(C) < 0 \) for some \( p \in \mathbb{N}_\infty \) have negative real parts.

### 3. Problem Statement

Consider the following autonomous linear systems with distributed delay

\[
D^\alpha_{0+} x_k(t) = \sum_{j=1}^{n} \int_{\theta \in [-\sigma]} x_j(t + \theta) du_k^j(\theta), k \in \langle n \rangle
\]
where $D_{0+}^{\alpha_k}$ denotes either $RLD_{0+}^{\alpha_k}$ (Riemann-Liouville fractional derivative) or $CD_{0+}^{\alpha_k}$ (Caputo fractional derivative), $\alpha_k \in (0, 1)$, $\sigma \in \mathbb{R}^+ = [0, \infty)$.

We denote with: $X(t) = (x_1(t), \ldots, x_n(t))^T$, $|X(t)| = \sum_{k=1}^n |x_k(t)|$,

$\alpha_m = \min(\alpha_1, \ldots, \alpha_n)$, $\alpha_M = \max(\alpha_1, \ldots, \alpha_n)$,

$RLD_{0+}^{\alpha_k}X(t) = (RLD_{0+}^{\alpha_1}x_1(t), \ldots, RLD_{0+}^{\alpha_n}x_n(t))^T$,

$CD_{0+}^{\alpha_k}X(t) = (CD_{0+}^{\alpha_1}x_1(t), \ldots, CD_{0+}^{\alpha_n}x_n(t))^T$ for each $t \in \mathbb{R}^+$. For $W : \mathbb{R} \times \mathbb{R} \to \mathbb{R}^{n \times n}$, $W(\theta) = \{w_j^i(\theta)\}_{i,j=1}^n$ we denote

$|W(\theta)| = \sum_{k,j=1}^n |w_j^i(\theta)|$ and by $BV [a, b]$ the linear space of functions with bounded variation in $\theta$ on $[a, b] \subset \mathbb{R}$, $a \leq b$,

$Var_{[a,b]}W(\cdot) = \sum_{k,j=1}^n Var_{[a,b]}w_j^i(\cdot)$.

We say that for the kernel $U : \mathbb{R} \to \mathbb{R}^{n \times n}$ the conditions (S) are fulfilled if the following conditions hold:

(S1) The function $U \in BV [-\sigma, 0]$ and is normalized so that $U(0) = 0, U(\theta) = 0$ for $\theta \geq 0$, $U(\theta) = U(-\sigma)$ for $\theta \leq -\sigma$.

(S2) The Lebesgue decomposition for the kernel $U(\theta)$ for $\theta \in [-\sigma, 0]$ has the form:

$U(\theta) = \mathcal{N}(\theta) + \int_{-\sigma}^\theta B(s)ds + \mathcal{S}(\theta),$

where $\mathcal{N}(\theta) = \{a_j^i H(\theta + \sigma_k^{ij})\}_{k,j=1}^n, \sigma_k^{ij} \in [0, \sigma], A = \{a_k^{ij}\}_{k,j=1}^n \in \mathbb{R}^{n \times n}$, $H(t)$ is the Heaviside function,

$\int_{-\sigma}^\theta B(s)ds = \{\int_{-\sigma}^\theta b_k^j(s)ds\}_{k,j=1}^n \in AC([-\sigma, 0], \mathbb{R}^{n \times n})$ and the singular part in the decomposition $\mathcal{S}(\theta) = \{g_k^j(\theta)\}_{k,j=1}^n \in C([-\sigma, 0], \mathbb{R}^{n \times n}),$

$k, j \in \langle n \rangle$.

We consider first the case when the derivatives in the system (3.1) are in Riemann-Liouville sense and define an initial value problem (IVP) for (3.1) under the following initial condition:

$D_{0-}^{\alpha_k}x_k(t) = \phi_k(t), t \in [-\sigma, 0], \Phi \in \mathcal{C}, k \in \langle n \rangle,$

(3.2)

where $\mathcal{C} = \{\Phi : [\sigma, 0] \to \mathbb{R}^n | \Phi(t) = (\phi_1(t), \ldots, \phi_n(t))^T, \phi_k \in C([-\sigma, 0], \mathbb{R}), k \in \langle n \rangle\}$ with the norm $\|\Phi\| = \sup_{t \in [-\sigma, 0]} \sum_{k=1}^n |\phi_k(t)| = \sup_{t \in [-\sigma, 0]} |\Phi(t)|$ is a Banach space of initial vector functions.

For the case when in the system (3.1) the derivatives are Caputo sense then
the IVP problem for (3.1) will be defined under the standard initial condition:

\[ X(t) = \Phi(t), t \in [-\sigma, 0], \Phi \in \mathbb{C}. \] (3.3)

For all questions about the existing, uniqueness and continuation on \( \mathbb{R}_+ \) of the solutions of the IVP problems (3.1), (3.2) and (3.1), (3.3) we refer [11], [13] and [12]. Note that in [12] is studied also when for the system (3.1) can be applied correct the Laplace transform.

For our calculation below we specify a single-valued branch for \( p \in \mathbb{C} \setminus (-\infty, 0], -\pi < \arg\ p < \pi \) from the multiple-valued function \( p^\alpha \). Moreover this branch can be prolonged at \( p = 0 \) as continuous in \( \bar{\mathbb{C}}_+ \) function. Note that at \( p = 0 \) this branch will be only continuous but not entire function.

**Definition 2.** [11] For the homogenous system (3.1) we call the matrix valued function

\[
G(p) = \begin{pmatrix}
p^{\alpha_1} - \int_{-\sigma}^{0} e^{p\theta} du_1^1(\theta) & \cdots & -\int_{-\sigma}^{0} e^{p\theta} du_1^n(\theta) \\
\vdots & \ddots & \vdots \\
-\int_{-\sigma}^{0} e^{p\theta} du_n^1(\theta) & \cdots & p^{\alpha_n} - \int_{-\sigma}^{0} e^{p\theta} du_n^n(\theta)
\end{pmatrix}
\] (3.4)

characteristic matrix and the equation

\[ \det G(p) = 0 \] (3.5)

characteristic equation.

**Definition 3.** [13] For the homogenous system (3.1) the matrix valued function

\[
\Phi(p) = \begin{pmatrix}
p^{1-\alpha_1} \int_{-\sigma}^{0} e^{p\theta} du_1^1(\theta) & \cdots & p^{1-\alpha_1} \int_{-\sigma}^{0} e^{p\theta} du_1^n(\theta) \\
\vdots & \ddots & \vdots \\
p^{1-\alpha_n} \int_{-\sigma}^{0} e^{p\theta} du_n^1(\theta) & \cdots & p^{1-\alpha_n} \int_{-\sigma}^{0} e^{p\theta} du_n^n(\theta)
\end{pmatrix}
\] (3.6)

will be called associated characteristic matrix (ACM).

The next lemma locates the roots with nonnegative real parts of the characteristic equation (3.5) in \( \bar{\mathbb{C}}_+ \).

**Lemma 4.** [[13], Lemmas 5 and 6] Let the following conditions be fulfilled:

1. The conditions S hold.
2. \( \text{Var}_{[-\sigma, 0]} U(\cdot) > 0 \).
Then all roots of the characteristic equation (3.5) with nonnegative real parts belong to the rectangle

$$\Omega = \{ p = \gamma + i\omega \in \mathbb{C}_+ \mid 0 \leq \gamma \leq s_*, 0 \leq |\omega| \leq s_* \},$$

where $s_* \in \mathbb{R}$ is the unique root in $\mathbb{R}_+$ of the equation

$$h(s) = \min(s^{\alpha_m}, s^{\alpha_M}) - \text{Var}_{[-\sigma,0]}U(\cdot) = 0 \quad (3.7)$$

**Lemma 5.** [[13], Lemma 4] A complex number $p_* \in \mathbb{C}_+, p_* \neq 0$ is an eigenvalue for the matrix $\Phi(p_*)$ if and only if when $p_*$ is a root of the characteristic equation (3.5).

**Lemma 6.** Let the following conditions are fulfilled:

1. The conditions of Lemma 4 hold.

2. The functions $u_k^k(\theta)$ are monotone decreasing on $[-\sigma, 0]$ for each $k \in \langle n \rangle$ and $\prod_{k=1}^n u_k^k(-\sigma) > 0$.

3. $2\sigma s_* < \pi$ where $s_* \in \mathbb{R}_+$ is the unique root in $\mathbb{R}_+$ of the equation (3.7).

Then for each $k \in \langle n \rangle$ and $p \in \Omega \setminus \{0\}$ the inequality

$$\Re[p^{1-\alpha_k} \int_{-\sigma}^0 e^{p\theta} du_k^k(\theta)] < 0$$

holds.

**Proof.** For each $k \in \langle n \rangle$ and $p \in \mathbb{C} \setminus (-\infty, 0]$ we have that

$$p^{1-\alpha_k} \int_{-\sigma}^0 e^{p\theta} du_k^k(\theta) = |p|^{1-\alpha_k} (\cos(1 - \alpha_k)\varphi +$$

$$+ i \sin(1 - \alpha_k)\varphi) \int_{-\sigma}^0 e^{\gamma\theta} (\cos \theta \omega + i \sin \theta \omega) du_k^k(\theta) \quad (3.8)$$
where \( \varphi = \arg p \in (-\pi, \pi) \). From (3.8) for each \( k \in \langle n \rangle \) and \( p \in \Omega \setminus \{0\} \) it follows that

\[
\operatorname{Re}[p^{1-\alpha_k} \int_{-\sigma}^{0} e^{p\theta} du_k^k(\theta)] =
\]

\[
= |p|^{1-\alpha_k} \int_{-\sigma}^{0} e^{\gamma \theta} \cos[(1 - \alpha_k)\varphi + \theta \omega] du_k^k(\theta).
\]

(3.9)

For \( p \in \Omega \setminus \{0\} \) with \( \omega \geq 0 \) and \( \theta \in [-\sigma, 0] \) we have that

\[
(1 - \alpha_k)\varphi + \theta \omega \leq (1 - \alpha_m)\varphi \leq (1 - \alpha_m)\frac{\pi}{2} \leq \frac{\pi}{2}
\]

(3.10)

Taking into account condition 3 of Lemma 6 we obtain that

\[
(1 - \alpha_k)\varphi + \theta \omega \geq -\sigma \omega \geq -\sigma s_* > -\frac{\pi}{2}.
\]

(3.11)

Then from (3.10) and (3.11) for \( p \in \Omega \setminus \{0\} \) with \( \omega \geq 0 \) and \( \theta \in [-\sigma, 0] \) it follows that

\[
\frac{\pi}{2} > (1 - \alpha_k)\varphi + \theta \omega > -\frac{\pi}{2}
\]

(3.12)

for each \( k \in \langle n \rangle \). Since \( \cos((1 - \alpha_k)\varphi + \theta \omega) \) is a real valued and even function then we can conclude that for \( p \in \Omega \setminus \{0\} \), with \( \omega \leq 0 \) and \( \theta \in [-\sigma, 0] \) the inequalities (3.12) hold for each \( k \in \langle n \rangle \) too.

Let \( p \in \Omega \setminus \{0\} \) be an arbitrary point. Then (3.12) implies that \( \cos((1 - \alpha_k)\varphi + \theta \omega) \geq \cos \sigma s_* > 0 \) for each \( k \in \langle n \rangle \) and hence from (3.9) we obtain

\[
\operatorname{Re}[p^{1-\alpha_k} \int_{-\sigma}^{0} e^{p\theta} du_k^k(\theta)] =
\]

\[
= -|p|^{1-\alpha_k} \int_{-\sigma}^{0} e^{\gamma \theta} \cos[(1 - \alpha_k)\varphi + \theta \omega] d(-u_k^k(\theta)) \leq
\]

\[
\leq -|p|^{1-\alpha_k} e^{-s_* \sigma} u_k^k(-\sigma) \cos \sigma s_* < 0.
\]
4. Main Result

**Definition 7.** The system (3.1) is said to be globally asymptotically stable (GAS) iff for every initial function \( \Phi \in \mathbb{C} \) for the corresponding solution \( X(t) \) we have that \( \lim_{t \to \infty} |X(t)| = 0. \)

**Theorem 8.** Let the following conditions are fulfilled:

1. The conditions of Lemma 6 hold and \( G(0) > 0 \).
2. \( e^{-s* \sigma} u^k(-\sigma) \cos \sigma s_* > \sum_{j=1, j \neq k}^{n} Var[-\sigma,0] u^j_k(\cdot) \) for each \( k \in \langle n \rangle \).

Then the system (3.1) with derivatives in Riemann-Liouville (or Caputo) sense is GAS.

**Proof.** Let \( p_* \in \Omega \setminus \{0\} \) be an arbitrary point. Then since \( |p_*|^{-\alpha_k} > 0 \), condition 2 of Theorem 8 implies that the following inequality holds

\[
-|p_*|^{-\alpha_k} e^{-s* \sigma} u^k(-\sigma) \cos \sigma s_* < \]

\[
< -|p_*|^{-\alpha_k} \sum_{j=1, j \neq k}^{n} Var[-\sigma,0] u^j_k(\cdot). \]  

(4.1)

From (4.1) for every \( p_* \in \Omega \setminus \{0\} \) it follows that

\[
\mu_\infty(\Phi(p_*)) = \max_{k \in \langle n \rangle} (\text{Re}[p_*^{-\alpha_k} \int_{-\sigma}^{0} e^{p* \theta} du^k_k(\theta)]) +
\]

\[
+ |p_*|^{-\alpha_k} \sum_{j=1, j \neq k}^{n} | \int_{-\sigma}^{0} e^{p* \theta} du^j_k(\theta)| \leq \]

\[
\leq -|p_*|^{-\alpha_k} \]

\[
e^{-s* \sigma} u^k(-\sigma) \cos \sigma s_* - \sum_{j=1, j \neq k}^{n} Var[-\sigma,0] u^j_k(\cdot) \]  

< 0. \]  

(4.2)

Then we can conclude that all eigenvalues of the matrix \( \Phi(p_*) \) which are different from zero have negative real parts. Therefore since \( \text{det}G(0) > 0 \) taking into account Lemma 5 and Lemma 6 we can conclude that all roots of the characteristic equation (3.5) belong to \( \mathbb{C}_- \). Then the statement of Theorem 8 follows from Theorem 4 in [13] for the Riemann-Liouville case or from Theorem 5 in [13] for the Caputo case.
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