HOMOTOPY ANALYSIS NATURAL TRANSFORM METHOD FOR SOLVING FRACTIONAL PHYSICAL MODELS
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Abstract: Homotopy analysis natural transform method (HANTM) is used to solve fractional physical models. This method is a combined form of the natural transform method and the homotopy analysis method. The fractional derivatives are described in the Caputo sense. The results reveal that the method is very effective, simple and can be applied to other fractional physical models.

AMS Subject Classification: homotopy analysis, natural transform method, fractional physical models

1. Introduction

Fractional Calculus has been used to model physical and engineering processes, which are found to be best described by fractional differential equations. It is worth nothing that the standard mathematical models of integer-order derivatives, including nonlinear models, do not work adequately in many cases. In

\textsuperscript{§}Correspondence author
the recent years, fractional calculus has played a very important role in various fields an excellent literature of this can be found in (see [1-9]). There are several methods using for obtaining approximate analytical solutions of fractional physical models (see [10-18]). The purpose of this paper is to find approximate solutions for fractional nonlinear Benjamin-Bona-Mahony equation, fractional modified Kawahara equation, and fractional Gardner equation via natural transform. The natural transform, initially was defined by Waqar et al. (See[19]) as the N - transform, which studied their properties and applications. Later, Belgacem et al. (see [20], [21]) defined its inverse and studied some additional fundamental properties of this integral transform and named it the natural transform. Applications of natural transform in the solution of differential and integral equations and for the distribution and Bohemians spaces can be found in (see [21-26]). Now, we mention the following basic definitions of natural transform and its properties as follows:

**Definition 1.** Over the set of functions

\[ A = \left\{ f(t) : \exists M, \tau_1, \tau_2 > 0, \mid f(t) \mid < Me^{t/\tau_j}, \text{ if } t \in (-1)^j \times [0, \infty) \right\}, \]

the natural transform of \( f(t) \) is

\[ N(f(t)) = R(s, u) = \int_0^\infty f(ut)e^{-st}dt, \quad u > 0, s > 0. \quad (1.1) \]

where \( N[f(t)] \) is the natural transformation of the time function \( f(t) \) and the variables \( u \) and \( s \) are the natural transform variables.

**Theorem 1.** We derives the relationship between natural and Laplace, Sumudu transform in successive theorems as follow(See[20]):

1. If \( R(s, u) \) is the natural transform and \( F(s) \) is the Laplace transform of function \( f(t) \) in \( A \), \( G(u) \) is Sumudu transform then,

\[ N(f(t)) = R(s, u) = \frac{1}{u} \int_0^\infty f(ut)e^{-st}dt = \frac{1}{u}F\left(\frac{s}{u}\right) \quad (1.2) \]

2. If \( R(s, u) \) is the natural transform and \( F(s) \) is the Laplace transform of function \( f(t) \) in \( A \), \( G(u) \) is Sumudu transform then,

\[ N(f(t)) = R(s, u) = \frac{1}{s} \int_0^\infty f\left(\frac{ut}{s}\right)e^{-t}dt = \frac{1}{s}G\left(\frac{u}{s}\right) \quad (1.3) \]
3. If \(f^n(t)\) is the \(n\)th derivative of function \(f(t)\), then, its natural transform is given by:

\[
N[f^n(t)] = R_n(s, u) = \frac{s^n}{u^n} R[s, u] - \sum_{k=0}^{n-1} \frac{s^{n-(k+1)}}{u^{n-k}} f^{(k)}(0+), \quad n \geq 1
\]  

(1.4)

4. If \(F(s, u)\) and \(G(s, u)\) are the natural transforms of respective functions \(f(t)\) and \(g(t)\) both defined in set \(A\) then,

\[
N[f * g] = uF(s, u)G(s, u)
\]

(1.5)

where \(f * g\) is the convolution of two functions \(f\) and \(g\).

5. If \(N[f(t)]\) is the natural transform of the function \(f(t)\), then the natural transform of fractional derivative of order \(\alpha\) is defined as:

\[
N[f^\alpha(t)] = \frac{s^\alpha}{u^\alpha} R[s, u] - \sum_{k=0}^{n-1} \frac{s^{\alpha-(k+1)}}{u^{\alpha-k}} f^{(k)}(0+)
\]

(1.6)

6. Let the function \(f(t)\) belongs to set \(A\) be multiplied with weight functions \(e^{\pm t}\) then,

\[
N[f(t)e^{\pm t}] = \frac{s}{(s \pm u)} R[s, u]
\]

(1.7)

7. Let \(f(t)\) the function belongs to set \(A\), where \(a\) is non-zero constant then,

\[
N[f(at)] = \frac{1}{a} R[\frac{s}{a}, u]
\]

(1.8)

8. If \(w^n(t)\) is given by \(w^n(t) = \int_0^t \ldots \int_0^t f(t)(dt)^n\), then, the natural transform of \(w^n(t)\) is given by

\[
N[w^n(t)] = \frac{u^n}{s^n} R(s, u)
\]

(1.9)

9. The natural transform of \(T\)-periodic function \(f(t) \in A\) such that \(f(t + nT) = f(t), \quad n = 0, 1, 2, \ldots\) is given by:

\[
N[f(t)] = R(s, u) = [1 - e^{-\left(\frac{T}{u}\right)}]^{-1} \frac{1}{u} \int_0^t e^{-\left(\frac{T}{u}\right)f(t)} dt
\]

(1.10)

10. The function \(f(t)\) in set \(A\) is multiplied with shift function \(t^n\), then,

\[
N[t^n f(t)] = \left(\frac{u^n}{s^n}\right) \frac{d^n}{du^n} u^n R(s, u)
\]

(1.11)
2. Analysis of the Method

To illustrate the basic idea of homotopy analysis natural transform method, we consider an equation, where $F$ represents a general nonlinear ordinary or partial differential operator including both linear and nonlinear terms. The linear terms are decomposed into $L+R$, where $L$ is the highest order linear operator and $R$ is the remaining of the linear operator. Thus, the equation can be written as:

$$LU + RU + FU = g(x)$$

(2.1)

where $F[U]$ indicates the nonlinear terms.

By applying the natural transform on both sides of equation (2.1), we get

$$N[LU] + N[RU] + N[FU] = N[g(x)]$$

(2.2)

Using the differentiation property of the natural transform, we have

$$\frac{s^n}{u^n} N[U] - \sum_{k=0}^{n-1} \frac{s^{n-(k+1)}}{u^{n-k}} U^{(k)}(0+) + N[RU] + N[FU] = N[g(x)]$$

(2.3)

After simplifying, we have

$$N[U] - \frac{u^n}{s^n} \sum_{k=0}^{n-1} \frac{s^{n-(k+1)}}{u^{n-k}} U^{(k)}(0+) + \frac{u^n}{s^n} N[RU] + N[FU] - N[g(x)] = 0$$

(2.4)

We define the nonlinear operator

$$F[\phi(x, t; q)] = N[\phi(x, t; q)] - \frac{u^n}{s^n} \sum_{k=0}^{n-1} \frac{s^{n-(k+1)}}{u^{n-k}} \phi^{(k)}(x, t; q)(0+)$$

$$+ \frac{u^n}{s^n} [N[R\phi(x, t; q)] + N[F\phi(x, t; q)] - N[g(x)]],$$

(2.5)

where $q \in [0, 1]$ and $\phi(x, t; q)$ is a real function of $x$, $t$ and $q$. We construct a homotopy as follows:

$$(1 - q)N[\phi(x, t; q) - U_0(x, t)] = q hH(x, t) F[U(x, t)]$$

(2.6)

where $q \in [0, 1]$ is the embedding parameter, $h \neq 0$ is an auxiliary parameter, $N$ is denotes the natural transform, $U_0(x, t)$ is an initial guess of $U(x, t)$ and
\( \phi(x, t; q) \) is an unknown function of \( x, t \) and \( H(x, t) \) is a nonzero auxiliary function.

Obviously, when the embedding parameter \( q = 0 \) and \( q = 1 \), it holds

\[
\phi(x, t; 0) = U_0(x, t), \phi(x, t; 1) = U(x, t)
\]  
(2.7)

respectively. Thus as \( q \) increases from 0 to 1 , the solution \( \phi(x, t; q) \) varies from the initial guess \( U_0(x, t) \) to the solution \( U(x, t) \). Expand \( \phi(x, t; q) \) in Taylor series with respect to \( q \), we have:

\[
\phi(x, t; q) = U_0(x, t) + \sum_{m=1}^{\infty} U_m(x, t)q^m,
\]  
(2.8)

where

\[
U_m(x, t) = \frac{1}{m!} \frac{\partial^m \phi(x, t; q)}{\partial q^m} \bigg|_{q=0}
\]  
(2.9)

If the auxiliary linear operator, the initial guess, the auxiliary parameter \( h \), and the auxiliary function are properly chosen, the series (2.8) converges at \( q = 1 \), then we have:

\[
U(x, t) = U_0(x, t) + \sum_{m=1}^{\infty} U_m(x, t)
\]  
(2.10)

Defined the vectors

\[
U_m \rightarrow (x, t) = \{U_1(x, t), U_2(x, t), U_3(x, t), ..., U_m(x, t)\}.
\]  
(2.11)

Differentiating Eq. (2.7) times with respect to \( q \) and then divided by \( m! \) and finally setting \( q=0 \), we get the following mth -order deformation equation

\[
N[U_m(x, t) - \chi_m U_{m-1}(x, t)] = hR_m(U_m \rightarrow_{m-1}),
\]  
(2.12)

where

\[
R_m(U_m \rightarrow_{m-1}(x, t)) = \frac{1}{m!} \frac{\partial^{m-1}F[\phi(x, t; q)]}{\partial q^{m-1}} \bigg|_{q=0}
\]  
(2.13)

and

\[
\begin{cases} 
0, m \leq 1 \\
1, m < 1
\end{cases}
\]  
(2.14)

Applying the inverse natural transform, we have

\[
U_m(x, t) = \chi_m U_{m-1}(x, t) + hN^{-1}[R_m(U_m \rightarrow_{m-1})], m = 0, 1, 2, ...
\]  
(2.15)
3. Applications

3.1. Benjamin-Bona-Mahony Equation

Benjamin-Bona-Mahony equation was first proposed in 1972 by Benjamin et al. (See [28]). This equation is an alternative to the Korteweg-de Vries (KdV) equation, and describes the unidirectional propagation of small-amplitude long waves on the surface of water in channel. The BBM equation is not only convenient for shallow water waves but also for hydro magnetic waves, acoustic waves, and therefore it has more advantages compared with the KdV equation. Consider fractional nonlinear Benjamin-Bona-Mahony equation (see [29]):

\[ D_t^\alpha - U_{xxx} + UU_x + U_x = 0, \quad 0 < \alpha \leq 1, \quad t > 0 \] (3.1)

subject to initial condition:

\[ U(x, 0) = \text{sech}^2 \left( \frac{x}{4} \right) \] (3.2)

According to the HANTM, we take the initial guess as:

\[ U(x, 0) = \text{sech}^2 \left( \frac{x}{4} \right) \] (3.3)

By applying natural transform on both sides of Eq.(3.1) subject to initial condition, we have

\[ N[D_t^\alpha] - N[U_{xxx}] + N[UU_x] + N[U_x] = 0 \] (3.4)

Using the differentiation property of the natural transform, we have

\[ \frac{s^\alpha}{u^\alpha} N[U] - \sum_{k=0}^{n-1} \frac{s^\alpha-(k+1)}{u^\alpha-k} U^{(k)}(0+) - N[U_{xxx}] + N[UU_x] + N[U_x] = 0 \] (3.5)

After simplifying, we have

\[ N[U] - \frac{1}{s} U^{(k)}(0+) - \frac{u^\alpha}{s^\alpha} N[U_{xxx}] + \frac{u^\alpha}{s^\alpha} N[UU_x] + \frac{u^\alpha}{s^\alpha} N[U_x] = 0 \] (3.6)

We define the nonlinear operator

\[ F[\phi(x, t; q)] = N[\phi(x, t; q)] - \frac{1}{s} U^{(k)}(x, t; q)(0+) - \frac{u^\alpha}{s^\alpha} N[\phi_{xxx}(x, t; q)] + \] (3.7)

\[ + \frac{u^\alpha}{s^\alpha} N[\phi_x(x, t; q)] + \frac{u^\alpha}{s^\alpha} N[\phi_x(x, t; q)] = 0 \]
Thus,

$$\mathcal{R}_m[U_{m-1}] = N[U_{m-1}] - (1 - \chi_m)\left(\frac{1}{s}\right)sech^2\left(\frac{x}{4}\right) - \frac{u^\alpha}{s^\alpha}N[(U_{m-1})_{xt}] \quad (3.8)$$

$$+ \frac{u^\alpha}{s^\alpha}N\left[\sum_{r=0}^{m-1} U_r(U_{m-r-1})_x\right] + \frac{u^\alpha}{s^\alpha}N[(U_{m-1})_x]$$

The \(m^{th}\) order deformation equation is given by:

$$N[U_m(x, t) - \chi_m U_{m-1}(x, t)] = h\mathcal{R}(U_{m-1})\quad (3.9)$$

Applying the inverse natural transform, we have

$$U_m(x, t) = \chi_m U_{m-1}(x, t) + hN^{-1}[\mathcal{R}(U_{m-1})] \quad (3.10)$$

By solving above equation for \(m=1,2,...\) we get:

$$U_1 = -\frac{1}{2} \frac{t^\alpha}{\Gamma(\alpha + 1)} hsech^2\left(\frac{x}{4}\right)\tanh\left(\frac{x}{4}\right)[1 + sech^2\left(\frac{x}{4}\right)], \quad (3.11)$$

$$U_2 = h(h + 1)\frac{t^\alpha}{\Gamma(\alpha + 1)}[-\frac{1}{2} sech^4\left(\frac{x}{4}\right)\tanh\left(\frac{x}{4}\right) - \frac{1}{2} sech^2\left(\frac{x}{4}\right)\tanh\left(\frac{x}{4}\right)] \quad (3.12)$$

$$+ h^2\left(\frac{t^2\alpha}{\Gamma(2\alpha + 1)}\right)[\frac{3}{4} sech^6\left(\frac{x}{4}\right)\tanh^2\left(\frac{x}{4}\right) + \frac{1}{2} sech^4\left(\frac{x}{4}\right)\tanh^2\left(\frac{x}{4}\right)$$

$$+ \frac{1}{4} sech^2\left(\frac{x}{4}\right)\tanh^2\left(\frac{x}{4}\right) - \frac{1}{8} sech^2\left(\frac{x}{4}\right)$$

$$- \frac{1}{4} sech^6\left(\frac{x}{4}\right) - \frac{1}{8} sech^8\left(\frac{x}{4}\right)]$$

The other components of the HANTM can be determined in a similar way. Finally, the approximate solution of Eq. (3.1) in a series form is given by taking \(h = -1\) as follows

$$U(x, t) = \sum_{m=0}^{\infty} U_m(x, t) = U_0 + U_1 + U_2 + U_3 + ... \quad (3.13)$$
Figure 1: The approximate solution of second order of $U(x, t)$ of application 1 when (a) $\alpha = 0.85$, (b) $\alpha = 0.98$, (c) $\alpha = 1$ which is the exact solution, and plot2D of second order of $U(x, t)$ versus $t$ at $x = 1$ for different values of $\alpha$ and comparison the results with the exact solution as shown in (d).

3.2. Modified Kawahara Equation

A variety of physical phenomena like, magneto acoustic waves in plasma(see [30]), shallow water waves with surface tension (see [31]) and capillary gravity water waves (see [32]), are described by Kawahara Equation, modified Kawahara Equation, and KdV-Kawahara Equation. Consider fractional modified Kawahara equation (See [33]):

$$D_t^\alpha U(x, t) + U_{xx}(x, t) + U^2(x, t)U_t(x, t) - U_{xxxx}(x, t) = 0, \quad 0 < \alpha \leq 1, \quad t > 0 \quad (3.14)$$

subject to initial condition:

$$U(x, 0) = Dsech^2(kx) \quad (3.15)$$

According to the HANTM, we get:

$$U(x, 0) = Dsech^2(kx), \quad (3.16)$$
Finally, the approximate solution of Eq. (3.14) in a series form is given by

$$
U_1 = h \frac{t^\alpha}{\Gamma(\alpha + 1)} [272 D k^5 \text{sech}^6(k x) \tanh(k x) - 416 k^5 \text{sech}^4(k x) \tanh^3(k x)] 
- 2 D k^2 \text{sech}^4(k x) + 4 D k^2 \text{sech}^2(k x) \tanh^2(k x) + 32 D k^5 \text{sech}^2(k x) \tanh^5(k x) - 2 D^3 k \text{sech}^6(k x) \tanh(k x)]
$$

(3.17)

$$
U_2 = h(h + 1) \frac{t^\alpha}{\Gamma(\alpha + 1)} [272 D k^5 \text{sech}^6(k x) \tanh(k x) - 416 k^5 \text{sech}^4(k x)] 
- 2 D k^2 \text{sech}^4(k x) + 4 D k^2 \text{sech}^2(k x) \tanh^2(k x) + 32 D k^5 \text{sech}^2(k x) \tanh^5(k x) + \frac{1}{4} \frac{t^{2\alpha}}{\Gamma(\alpha + 1)} [8 D k^3 \text{sech}^2(k x)(-992 k^4 \text{sech}^6(2 k x) \tanh(k x) + 2 \text{sech}^4(k x)(k + 1536 k^4 \text{sech}^3(k x)) 
+ \text{sech}^2(k x) \tanh(k x)(2 D^2 \text{sech}^4(k x) - 11 k \tanh(k x) - 960 k^4 \tanh^4(k x)) 
+ \text{tanh}^3(k x)(-D^2 \text{sech}^4(k x) + 2 k \tanh(k x) + 16 k^4 \tanh^4(k x))]
$$

(3.18)

$$
D^3 k^2 h^2 \text{sech}^6(k x)[8 D^2 (-2 + \cosh(2 k x)) \text{sech}^6(k x) - k \text{sech}^6(k x)(-9664 k^3 
+ 9528 k^3 \cosh(2 k x) - 960 k^3 \cosh(4 k x) + 8 k^3 \cosh(6 k x) - 19 \sinh(2 k x) - 8 \sinh(4 k x) 
+ \sinh(6 k x)) - 4 k \text{sech}^5(k x)(-8 \cosh(k x) + 2 \sinh(k x)(98 k^3 - 448 k^3 \cosh(2 k x) 
+ 8 k^3 \cosh(4 k x) + \sinh(4 k x) \tanh(k x) + 32 D^2 \text{sech}^4(k x) \tanh^2(k x))]
$$

$$
- \frac{1}{4} \frac{t^{2\alpha}}{\Gamma(2\alpha + 1)} (D k^6 h^2 \text{sech}^8(k x)[8 D^2 (-1208 + 1191 \cosh(2 k x) - 120 \cosh(4 k x) 
+ \cosh(6 k x)) \text{sech}^4(k x) + k \text{sech}^4(k x)(62896992 k^3 - 77904912 k^3 \cosh(2 k x) 
+ 17627904 k^3 \cosh(4 k x) - 1221096 k^3 \cosh(6 k x) + 244 \sinh(8 k x) - 3555 \sinh(6 k x) 
+ 16288 k^3 \cosh(10 k x) + 18606 \sinh(2 k x) + 3480 \sinh(4 k x)))]
$$

The other components of the HANTM can be determined in a similar way. Finally, the approximate solution of Eq. (3.14) in a series form is given by taking $h = -1$ as follows

$$
U(x, t) = \sum_{m=0}^{\infty} U_m(x, t) = U_0 + U_1 + U_2 + U_3 + ...
$$

(3.19)
Figure 2: The approximate solution of second order of $U(x,t)$ of application 2 when (a) $\alpha = 0.85$, (b) $\alpha = 0.98$, (c) $\alpha = 1$ which is the exact solution, and plot2D of second order of $U(x,t)$ versus $t$ at $x = 1$, $D = \frac{-3}{\sqrt{10}}$, and $k = \frac{1}{2\sqrt{5}}$ for different values of $\alpha$ and comparison the results with the exact solution as shown in (d).

3.3. Gardner Equation

The Gardner equation is a useful model for the description of internal solitary waves in shallow water. Consider fractional Gardner equation (See [34]):

$$D_t^\alpha U_{xxx} - 6U^2U_x - 6U = 0, \quad 0 < \alpha \leq 1, \quad t > 0 \quad (3.20)$$

subject to initial condition:

$$U(x,0) = -\frac{1}{2}(1 - tanh(-\frac{x}{2})) \quad (3.21)$$

As the previous applications, by applying the HANTM we have:

$$U(x,0) = -\frac{1}{2}(1 - tanh(-\frac{x}{2})) \quad (3.22)$$

$$U_1 = \frac{1}{8}b\frac{t^\alpha}{\Gamma(\alpha + 1)}[-3sech^2(\frac{x}{2}) + sech^4(\frac{x}{2}) + 8(3 + 6cosech^3(x)) \quad (3.23)$$
\[ \sinh^4\left(\frac{x}{2}\right) - 10 \cosh^4(x) \sinh^6\left(\frac{x}{2}\right) - 3 \tanh\left(\frac{x}{2}\right) \]

\[ U_2 = (1 + h)\left[\frac{1}{8} h \frac{t^\alpha}{\Gamma(\alpha + 1)} \left[ -3 \cosh^2\left(\frac{x}{2}\right) + \cosh^4\left(\frac{x}{2}\right) + 8(3 + 6 \cosech^3(x) \right] \right] \]

\[ \sinh^4\left(\frac{x}{2}\right) - 10 \cosh^4(x) \sinh^6\left(\frac{x}{2}\right) - 3 \tanh\left(\frac{x}{2}\right) \]

\[ + \frac{1}{128} h^2 \frac{t^{2\alpha}}{\Gamma(2\alpha + 1)} \cosh^7\left(\frac{x}{2}\right) \left[ \cos\left(\frac{x}{2}\right) \sinh\left(\frac{x}{2}\right) \right] \]

\[ [ -2 + 1775 \cosh(x) + 110 \cosh(2x) + 205 \cosh(3x) - 749 \sinh(x) + 344 \sinh(2x) - 133 \sinh(3x) ] \]

The other components of the HANTM can be determined in a similar way. Finally, the approximate solution of Eq. (26) in a series form is given by taking \( h = -1 \) as follows:

\[ U(x, t) = \sum_{m=0}^{\infty} U_m(x, t) = U_0 + U_1 + U_2 + U_3 + ... \]

### 4. Conclusion

In this paper, we have successfully used homotopy analysis natural transform method for solving fractional nonlinear Benjamin-Bona-Mahoney equation, fractional modified Kawahara equation, and fractional Gardner equation. Our results confirm that the method is very powerful and efficient technique for handling solutions of a class of fractional physical models.
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Figure 3: The approximate solution of second order of $U(x, t)$ of application 3 when (a) $\alpha = 0.85$, (b) $\alpha = 0.98$, (c) $\alpha = 1$ which is the exact solution, and plot2D of second order of $U(x, t)$ versus $t$ at $x = 1$ for different values of $\alpha$ and comparison the results with the exact solution as shown in (d).


