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1. Introduction

Insurance is an agreement in which the insurer binds itself to an insured company, by receiving a premium to provide a replacement due to loss, damage or loss of expected profit, which may occur due to an uncertain event. Vehicle insurance is one type of insurance that protects the vehicle from loss. The cause of loss is unpredictable, so the fund which is paid for a claim by an insurance company is unknown.
The greater loss that happened the greater claim would be paid. The loss that happened can be caused by several factors, such as weather condition, traffic condition, driver condition and other factors. Figure 1 shows that the small loss often occurred but huge loss rarely occurred. The distribution of claim can be seen as an exponential distribution or a mix of the exponential distribution. If the cause of loss is assumed to form a Markov chain and is not observed directly, and only data of claim is observed, then the pair of claim and cause of loss can be modeled by hidden Markov model. The purpose of this research is to model of vehicle insurance claim using exponential hidden Markov model.

2. Exponential Hidden Markov Model

Exponential hidden Markov model (EHMM) is a model which consists of pair of stochastic process \{X_t, Y_t\}_{t \in \mathbb{N}}. \{X_t\}_{t \in \mathbb{N}} is unobserved and form a Markov chain. \{Y_t\}_{t \in \mathbb{N}} is an observation process which depends on \{X_t\}_{t \in \mathbb{N}}. \ Y_t|X_t has the exponential distribution, for all t.

Let \{X_t\}_{t \in \mathbb{N}} be the Markov chain with state space \(S_X = \{1, 2, 3, ..., m\}\) and transition probability matrix \(A = [a_{ij}]_{m \times m}\), where \(a_{ij} = P(X_t = j|X_{t-1} = i) = P(X_2 = j|X_1 = i), a_{ij} \geq 0\) and \(\sum_{j=1}^{m} a_{ij} = 1\). Let \(\phi = [\phi_i]_{m \times 1}\) is the initial state probability vector, where \(\phi_i = P(X_1 = i), \sum_{j=1}^{m} \phi_i = 1\).

The distribution of \(Y_t|X_t = i, i \in S_X; t \in \mathbb{N}\) has an exponential distribution with parameter \(\lambda_i\). The probability density function of \(Y_t|X_t = i\) is \(\gamma_{yi} = \)
\( f(y) = \lambda_i e^{-\lambda_i y}, y > 0. \) Suppose that \( \lambda = [\lambda_i]_{m \times 1}. \)

So EHMM can be identified by parameter \( \phi = (m, A, \lambda). \)

### 3. Parameter Estimation of Exponential Hidden Markov Model

The parameter \( \phi = (m, A, \lambda) \) is estimated using maximum likelihood method (see [1]). Suppose that \( T \) is the number of observation, \( y = (y_1, y_2, ..., y_T) \) is the observation data of \( \{Y_t\}_{t \in N}, \) \( x = (i_1, i_2, ..., i_T) \) is the unobserved data of \( \{X_t\}_{t \in N}, \) \( (x, y) = (i_1, y_1, i_2, y_2, ..., i_T, y_T) \) is the data of \( \{X_T, Y_t\}_{t \in N}, \) and \( \Phi_m = \{\phi = (m, A, \lambda) : A = [0, 1]^{m^2}, \lambda \in [\epsilon, 1/\epsilon]^m\} \) is the parameter space of EHMM.

Assume that \( a_{ij}, \lambda_i, \) and \( \phi_i \) are continuous function from \( R^m \) to \( R \) with \( a_{ij}(\phi) = a_{ij}, \lambda_i(\phi) = \lambda_i \) and \( \phi_i(\phi) = \phi_i, \) for all \( i, j \in S_X. \) Let \( L_T^{(m)}(\phi) \) be an incomplete likelihood function, that is a probability density function of \( y_1, y_2, ..., y_T. \)

\[
L_T^{(m)}(\phi) = f_{\phi}(y) = f_{\phi}(y_1, ..., y_T) = \sum_{i_1=1}^{m} ... \sum_{i_T=1}^{m} \varphi_{i_1} \gamma_{y_1} \prod_{t=2}^{T} a_{i_{t-1} i_t} \gamma_{y_1}.
\]

Let \( L_T^{C(m)}(\phi) \) be a complete likelihood function. Where

\[
L_T^{C(m)}(\phi) = f_{\phi}(x, y) = f_{\phi}(i_1, y_1, ..., i_T, y_T) = \varphi_{i_1} \gamma_{y_1} \prod_{t=2}^{T} a_{i_{t-1} i_t} \gamma_{y_1}.
\]

We obtain

\[
L_T^{(m)}(\phi) = \sum_x L_T^{C(m)}(\phi).
\]

Calculating \( L_T^{(m)}(\phi) \) directly when \( m \) and \( T \) are big, is a complex process. Because of that, we use the forward-backward algorithm to calculate \( L_T^{(m)}(\phi). \) The forward-backward algorithm consists of two sections, those are forward algorithm, and backward algorithm. Define forward variable \( \alpha_t(i, \phi, T) \) for \( t = 1, 2, ..., T \) and \( i \in S_X \) as follows.

\[
\alpha_t(i, \phi, T) = P_{\phi}(Y_1 = y_1, Y_2 = y_2, ..., Y_t = y_t, X_t = i).
\]

Define backward variable \( \beta_t(i, \phi, T) \) for \( t = T, T-1, ..., 1; i \in S_X \) as follows.

\[
\beta_t(i, \phi, T) = P_{\phi}(Y_{t+1} = y_{t+1}, Y_{t+2} = y_{t+2}, ..., Y_T = y_T | X_t = i).
\]
Theorem 1. (see [5]) For any \( t = 1, 2, ..., T \) then

\[
L_T^{(m)}(\phi) = \sum_{i=1}^{m} \alpha_t(i, \phi, T) \beta_t(i, \phi, T).
\]

Now, the problem is to find \( \phi^* \in \arg \max \ln (L_T^{(m)}(\phi)) \). In this case, Expectation Maximization (EM) algorithm is used. EM algorithm is an iterative algorithm which consists of two steps for every iteration, those are E step, and M step. EM algorithm is as follows.

1. For \( k = 0 \), the initial value \( \phi^{(k)} \) is given.
2. (E-step) : Calculate

\[
Q(\phi, \phi^{(k)}) = E_{\phi^{(k)}} \left( \ln(L_T^{C(m)}(\phi)) | y \right).
\]

Use Theorem 2 for calculating \( Q(\phi, \phi^{(k)}) \).

Theorem 2. (see [2])

\[
Q(\phi, \phi^{(k)}) = E_{\phi^{(k)}} \left( \ln(L_T^{C(m)}(\phi)) | y \right)
= \sum_{i=1}^{m} \frac{\alpha_1(i, \phi^{(k)}, T) \beta_1(i, \phi^{(k)}, T)}{\sum_{l=1}^{m} \alpha_t(l, \phi^{(k)}, T) \beta_t(l, \phi^{(k)}, T)} \ln(\varphi_i)
+ \sum_{i=1}^{m} \sum_{j=1}^{m} \sum_{t=1}^{T-1} \frac{\alpha_t(j, \phi^{(k)}, T) \gamma_{y_{t+1}, \phi^{(k)}, A_{ij}}^{(k)} \beta_{t+1}(j, \phi^{(k)}, T)}{\sum_{l=1}^{m} \alpha_t(l, \phi^{(k)}, T) \beta_t(l, \phi^{(k)}, T)} \ln(a_{ij})
+ \sum_{i=1}^{m} \sum_{t=1}^{T} \frac{\alpha_t(j, \phi^{(k)}, T) \beta_t(j, \phi^{(k)}, T)}{\sum_{l=1}^{m} \alpha_t(l, \phi^{(k)}, T) \beta_t(l, \phi^{(k)}, T)} \ln(\gamma_{yt,i}).
\]

Theorem 3. (see [6]) Suppose that

\[
\Phi_m = \left\{ \phi = (m, A, \lambda) : A = [0, 1]^{m^2}, \lambda \in [\epsilon, 1/\epsilon]^m \right\}
\]

and \( \epsilon > 0 \) is very small near zero and EHMM parameter continuous assumption is fulfilled, then

(a) \( \Phi_m \) is compact set in \( \mathbb{R}^{m^2 + m} \).
(b) $\ln \left( L_T^{(m)}(\phi) \right)$ is a continuous function in $\Phi_m$ and differentiable in interior $\Phi_m$.

(c) $Q(\hat{\phi}, \phi)$ is a continuous function in $\Phi_m \times \Phi_m$.

3. (M-step) : Find $\phi^{(k+1)}$ which maximizes $Q(\phi, \phi^{(k)})$. That is

$$Q(\phi^{(k+1)}, \phi^{(k)}) \geq Q(\phi, \phi^{(k)}), \forall \phi \in \Phi_m.$$ 

The existence of $\phi^{(k+1)}$ is guaranteed by Theorem 3. Furthermore, using Theorem 4 we have the parameter $\phi^{(k+1)}$.

**Theorem 4.** (see [2]) Suppose that $\phi^{(k)} \in \Phi_m$ with $\phi^{(k)} = (m, A^k, \lambda^k)$, then the parameter $\phi^{(k+1)} = (m, A^{(k+1)}, \lambda^{(k+1)})$ which maximizes $Q(\phi, \phi^{(k)})$ in $\Phi_m$ can be written as

$$\alpha_{ij}^{k+1} = \frac{\sum_{t=1}^{T-1} \alpha_t(j, \phi^{(k)}, T) \gamma_{yt+1,j}^{(k)} a_{ij}^{(k)} \beta_{t+1}(j, \phi^{(k)}, T)}{\sum_{t=1}^{m} \alpha_t(l, \phi^{(k)}, T) \beta_t(l, \phi^{(k)}, T)}$$

and

$$\lambda_i^{(k+1)} = \left( \frac{\sum_{t=1}^{T-1} \alpha_t(j, \phi^{(k)}, T) \beta_t(j, \phi^{(k)}, T)(y_t)}{\sum_{t=1}^{m} \alpha_t(l, \phi^{(k)}, T) \beta_t(l, \phi^{(k)}, T)} \right)^{-1}.$$

4. Replace $k$ with $k + 1$ and if $|\ln \left( L_T^{(m)}(\phi^{(k+1)}) \right) - \ln \left( L_T^{(m)}(\phi^{(k)}) \right)| > \epsilon$ then go back to 2nd until 4th step. Iteration is stopped when $|\ln \left( L_T^{(m)}(\phi^{(k+1)}) \right) - \ln \left( L_T^{(m)}(\phi^{(k)}) \right)| < \epsilon$. In other words $\{\ln \left( L_T^{(m)}(\phi^{(k+1)}) \right)\}$ converges to $\{\ln \left( L_T^{(m)}(\phi^*) \right)\}$. Its existence is guaranteed by Theorem 5.

**Theorem 5.** (see [6]) Suppose that $Q(\hat{\phi}, \phi)$ is continuous function in $\Phi_m \times \Phi_m$ and $\{\phi^{(k)}\}$ is the set of EHMM estimator which is obtained from EM algorithm, then

(a) $\{\ln \left( L_T^{(m)}(\phi^{(k)}) \right)\}$ is monotonically increasing sequence.

(b) $\exists \phi^* \in \Phi_m \ni \lim_{k \to \infty} \ln \left( L_T^{(m)}(\phi^{(k)}) \right) = \ln \left( L_T^{(m)}(\phi^*) \right)$.

(c) If $\lim_{k \to \infty} \phi^{(k)} = \phi^*$, then $\phi^*$ is the stationery point of $\left( L_T^{(m)}(\phi) \right)$.

Suppose that $\hat{\phi} = \phi^{(k+1)}$ is obtained in the last iteration of EM algorithm, so $\hat{\phi}$ is EHMM parameter estimation, where $\hat{\phi} = (\hat{m}, \hat{A}, \hat{\lambda})$. Bayesian information criterion (BIC) is used for finding state $\hat{m}$ (see [4]). The selection of $\hat{m}$ is based
on $\hat{m}$ which maximizes $\ln (L_t^{(m)}(\phi)) - (\ln T)d_m$, where $\ln (L_t^{(m)}(\phi))$ is the value of likelihood function and $d_m$ is the number of estimation parameter, so

$$BIC = \ln L_T^{(m)}(\phi) - \frac{(\ln T)d_m}{2}.$$  

The number of estimation parameter in EHMM is $(m^2 + m)$, so the formula of BIC as follows

$$BIC = \ln L_T^{(m)}(\phi) - \frac{(\ln T)(m^2 + m)}{2}.$$

Furthermore to validate of the model, a set of estimation data $\hat{y}_1, \hat{y}_2, ..., \hat{y}_T$, is generated, based on $\hat{\phi}$, where

$$\hat{y}_t = E_{\hat{\phi}}(Y_t = y_t|Y_{t-1}^{t-1}) = \frac{1}{L_{t-1}^m(\hat{\phi})} \int_0^\infty y_t L_t^m(\hat{\phi}) \, dy_t,$$

and error is calculated by mean absolute percentage error (MAPE), where

$$MAPE = \frac{1}{T} \sum_{t=1}^{T} \left| \frac{Y_t - \hat{Y}_t}{Y_t} \right| \times 100\%.$$  

Interpretation of MAPE is as follows.

<table>
<thead>
<tr>
<th>MAPE%</th>
<th>Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\geq$ 10</td>
<td>Highly accurate forecasting</td>
</tr>
<tr>
<td>10 – 20</td>
<td>Good forecasting</td>
</tr>
<tr>
<td>20 – 50</td>
<td>Reasonable forecasting</td>
</tr>
</tbody>
</table>

4. Programming Algorithm of Exponential Hidden Markov Model

Suppose that $y = \{y_1, y_2, ..., y_T\}$ is an observation set and EHMM parameter $\phi = (m, A, \lambda)$ will be estimated. The algorithm which is used is as follows

1. i.) Input $T$ the number of data and data $y_1, y_2, ..., y_T$.

   ii.) Set $m = 2, k = 0, l = 1$. 
2. i.) For \( k = 0 \), choose the initial value of \( \phi^{(k)} = (m, A^{(k)}, \lambda^{(k)}) \), where \( A^{(k)} \) and \( \lambda^{(k)} \) are generated randomly, \( A^{(k)} = [a^{(k)}_{ij}]_{m \times m} \), \( \lambda^{(k)} = [\lambda^{(k)}]_{m \times 1} \) and fulfill \( \sum_{j=1}^{m} a^{(k)}_{ij} = 1, \lambda^{(k)}_i \geq 0 \) and \( i = 1, 2, ..., m \).

ii.) Generate \( \phi^{(k)} \) value which fulfill \( (\phi^{(k)})^T = (\varphi^{(k)})^T A^{(k)} \).

iii.) Generate \( \gamma^{(k)}_{yt} \) from \( Y_t | X_l = i_l \).

3. Determine \( \epsilon = 10^{-1} \) as bound of the likelihood iteration, that is

\[
\left| \ln \left( L^{(m)}_T (\phi^{(k+1)}) \right) - \ln \left( L^{(m)}_T (\phi^{(k)}) \right) \right| < \epsilon.
\]

4. Calculate Forward and Backward function.

5. (E-Step) Calculate \( L_l(\phi^{(k)}) \)

\[
L_l(\phi^{(k)}) = \sum_{i=1}^{m} \alpha_t(i, \phi^{(k)}, l) \beta_t(i, \phi^{(k)}, l).
\]

6. (M-Step) Calculate parameter estimation value \( \phi^{(k+1)} = (m, A^{(k+1)}, \lambda^{(k+1)}) \), where

\[
a^{(k+1)}_{ij} = \frac{\sum_{t=1}^{T-1} \alpha_t(j, \phi^{(k)}, T) \gamma^{(k)}_{yt+1, j} a^{(k)}_{ij} \beta_{t+1}(j, \phi^{(k)}, T)}{\sum_{t=1}^{m} \alpha_t(l, \phi^{(k)}, T) \beta_t(l, \phi^{(k)}, T)},
\]

\[
\lambda^{(k+1)}_i = \left( \frac{\sum_{t=1}^{T} \alpha_t(j, \phi^{(k)}, T) \beta_t(j, \phi^{(k)}, T) (y_t)}{\sum_{t=1}^{m} \alpha_t(l, \phi^{(k)}, T) \beta_t(l, \phi^{(k)}, T)} \right)^{-1}.
\]

7. i.) If \( \left| \ln \left( L^{(m)}_T (\phi^{(k+1)}) \right) - \ln \left( L^{(m)}_T (\phi^{(k)}) \right) \right| > \epsilon \), go back to 4th until 6th step and replace \( k \) by \( k + 1 \). Otherwise go to the next step. Replace \( l \) by \( l + 1 \) and return to 2nd step, where \( l = 1, 2, ..., T - 1 \).

ii.) Generate set of estimation data \( \hat{Y}_l \).

iii.) Verify that \( \left| \frac{\hat{Y}_l - Y_l}{Y_l} \right| < 7\% \), otherwise replace \( l \) to \( l + 1 \), where \( l = 1, 2, ..., T - 1 \) and return to 1st step.

iv.) Calculate BIC value.

v.) Calculate error value of estimation data by MAPE. If MAPE > 30% then return to 2nd step.

8. i.) For determining optimum \( m \), do the 1st step until 8th step for every state \( m = 2, 3, ..., 6 \) with different \( T \).

ii.) Chose \( m^* \) which maximize BIC.
5. Application of EHMM on Vehicle Insurance Claim

This research uses data of vehicle insurance claim in one of Indonesia insurance company in 2014. The data can be seen in Figure 2. The data of claim is called observation data. Suppose that $Y_t$ is the observation data, $X_t$ is the unobserved data, and $t$ is $t^{th}$ day, where $t = 1, 2, ..., T$ and $T = 298$ days. Parameter estimation of the model is exercised for 2-states until 6-states. The last 10 data are used for testing estimation data or prediction data. Based on the programming result, log-likelihood value and BIC value is obtained for every state with 288 days of observation data which can be seen in Table 2.

Table 2: Log-likelihood value and BIC value for every state with 288 days observation data

<table>
<thead>
<tr>
<th>$m$ - state</th>
<th>Loglikelihood value</th>
<th>BIC value</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 - state</td>
<td>-1472.046</td>
<td>-1489.035</td>
</tr>
<tr>
<td>3 - state</td>
<td>-1469.229</td>
<td>-1503.207</td>
</tr>
<tr>
<td>4 - state</td>
<td>-1472.037</td>
<td>-1528.667</td>
</tr>
<tr>
<td>5 - state</td>
<td>-1472.062</td>
<td>-1557.006</td>
</tr>
<tr>
<td>6 - state</td>
<td>-1471.996</td>
<td>-1590.918</td>
</tr>
</tbody>
</table>

Based on Table 2, if the number of states increase, then the BIC value will decrease. Afterwards interval observation will be determined starting from a
week, a month, and 3 months. Where assumption of a week is 6 day and a month is 26 days. Based on programming log-likelihood value and BIC value is obtained for every observation interval and state can be seen in Table 3 and Table 4.

Table 3: Log-likelihood value for every state and observation interval

<table>
<thead>
<tr>
<th>m - state</th>
<th>Loglikelihood value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1 week</td>
</tr>
<tr>
<td>2 - state</td>
<td>-30.659</td>
</tr>
<tr>
<td>3 - state</td>
<td>-30.659</td>
</tr>
<tr>
<td>4 - state</td>
<td>-30.659</td>
</tr>
<tr>
<td>5 - state</td>
<td>-30.660</td>
</tr>
<tr>
<td>6 - state</td>
<td>-30.461</td>
</tr>
</tbody>
</table>

Table 4: BIC value for every state and observation interval

<table>
<thead>
<tr>
<th>m - state</th>
<th>BIC value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1 week</td>
</tr>
<tr>
<td>2 - state</td>
<td>-36.034</td>
</tr>
<tr>
<td>3 - state</td>
<td>-41.409</td>
</tr>
<tr>
<td>4 - state</td>
<td>-48.577</td>
</tr>
<tr>
<td>5 - state</td>
<td>-57.536</td>
</tr>
<tr>
<td>6 - state</td>
<td>-68.088</td>
</tr>
</tbody>
</table>

The best model is chosen by the highest BIC value. Based on Table 2, EHMM with state \( m = 2 \) has the highest BIC value, so the optimum parameter estimation is state \( m = 2 \). Based on Table 3 and Table 4, if the observation interval increase then log-likelihood value and BIC value will decrease. So the optimum number of state and observation interval is state \( m = 2 \) and 1 week observation interval.

Parameter estimation value which is obtained from 1 week observation interval with state \( m = 2 \) are transition probability matrix \( A \), initial transition probability vector \( \phi \), and exponential parameter estimation vector \( \lambda \), where the number of 1 week observation data is 283rd until 288th day of claim data.
Transition probability matrix $A$ is obtained as follows.

$$A = \begin{pmatrix}
0.098241 & 0.901759 \\
0.967669 & 0.032331
\end{pmatrix}.$$

Based on matrix $A$, if the previous claim is caused by state 1, then the claim would happen again by state 1 with probability value 0.098241. If the previous claim is caused by state 2, then the claim would happen again by state 1 with probability value 0.967669. If the previous claim is caused by state 1, then the claim would happen again by state 2 with probability value 0.901759. If the previous claim is caused by state 2, then the claim would happen again by state 2 with probability value 0.032331.

Initial transition probability matrix was obtained as follows

$$\varphi = \begin{pmatrix}
0.517629 \\
0.482371
\end{pmatrix}.$$

$\varphi$ shows that, the claim which is caused by state 1 has probability value 0.517629 and the claim which is caused by state 2 has probability value 0.482371.

Exponential parameter estimation vector $\lambda$ as follows

$$\lambda = \begin{pmatrix}
0.012115 \\
0.026525
\end{pmatrix}.$$

$\lambda$ shows that, the claim that will be happened by state 1 has rate 0.012115 million rupiahs per day. Afterward, the claim that will be happened by state 2 has rate 0.026525 million rupiahs per day. Furthermore the set of estimation data is generated by the best obtained parameter. Estimation data and Observation data can be seen in Figure 3.

The MAPE value is obtained is 19.55%, which interprets that estimation data is a good forecasting. Observation data and estimation data of Figure 3 are presented in Table 5.
Figure 3: Comparison of observation data and estimation data

Table 5: Comparison of observation data and estimation data for every single day

<table>
<thead>
<tr>
<th>Day</th>
<th>Observation data (Million rupiah)</th>
<th>Estimation data (Million rupiah)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>17.300000</td>
<td>17.300000</td>
</tr>
<tr>
<td>2</td>
<td>22.500000</td>
<td>19.900000</td>
</tr>
<tr>
<td>3</td>
<td>16.719750</td>
<td>18.839918</td>
</tr>
<tr>
<td>4</td>
<td>138.443220</td>
<td>62.197811</td>
</tr>
<tr>
<td>5</td>
<td>57.004763</td>
<td>50.383258</td>
</tr>
<tr>
<td>6</td>
<td>113.626870</td>
<td>83.678178</td>
</tr>
</tbody>
</table>
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